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Abstract

Mapping of natural gas hydrate systems has been performed successfully in the past using the controlled-
source electromagnetic (CSEM) method. This method relies on differentiating resistive highly saturated free gas
or hydrate-bearing host sediment from a less resistive low-saturated gas or brine-bearing host sediments. Knowl-
edge of the lateral extent and resistivity variations (and hence the saturation variations) within sediments that
host hydrates is crucial to be able to accurately quantify the presence of saturated gas hydrates. A 3D CSEM
survey (PUCRS14) was acquired in 2014 in the Pelotas Basin offshore Brazil, with hydrate resistivity mapping as
the main objective. The survey was acquired within the context of the CONEGAS research project, which in-
vestigated the origin and distribution of gas hydrate deposits in the Pelotas Basin. We have inverted the acquired
data using a proprietary 3D CSEM anisotropic inversion algorithm. Inversion was purely CSEM data driven, and
we did not include any a priori information in the process. Prior to CSEM, interpretation of near-surface geo-
physical data including 2D seismic, sub-bottom profiler, andmultibeam bathymetry data indicated possible pres-
ence of gas hydrates within features identified such as faults, chimneys, and seeps leading to pockmarks, along
the bottom simulating reflector and within the gas hydrate stability zone. Upon integration of the same with
CSEM-derived resistivity volume, the interpretation revealed excellent spatial correlation with many of these
features. The interpretation further revealed new features with possible hydrate presence, which were previ-
ously overlooked due to a lack of a clear seismic and/or multibeam backscatter signature. In addition, features
that were previously mapped as gas hydrate bearing had to be reinterpreted as residual or low-saturated gas/
hydrate features, due to the lack of significant resistivity response associated with them. Furthermore, we used
the inverted resistivity volume to derive the saturation volume of the subsurface using Archie’s equation.

Introduction
Natural gas hydrates are found globally in marine and

onshore environments in which natural gas migrates
through zones with suitable pressure-temperature and
reservoir conditions (Kvenvolden, 1993; Sloan and Koh,
2007; Pinero et al., 2013). Gas hydrates potentially host
significant volumes of methane that represent

1) a potential energy resource (Collett et al., 2009; Bos-
well and Collett, 2011)

2) a possible climate forcer should methane from hy-
drate deposits be released to the atmosphere (Ken-
nett et al., 2003; Dickens, 2011; Hunter et al., 2013)

3) a hazard with impacts for hydrocarbon drilling and
production operations (Grauls, 2001; Freij-Ayoub
et al., 2007; McConnell et al., 2012).

Hydrate mapping traditionally relies on seismic
methods (bottom simulating reflector or “BSR,” e.g.,
Hyndman and Spence, 1992) and sparse well data.
These relate to mapping the contrasts setup by the over-
lying high-velocity hydrate with the low-velocity free
gas trapped beneath it. However, the challenge is to
adequately characterize and quantify the extent and sat-
uration of hydrate-bound and hydrate-associated gas.
This is difficult to attain with seismic data alone, given
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the limited difference between acoustic velocities in
low- and high-saturation deposits (Constable, 2010;
Hesthammer et al., 2010). On the other hand, resistivity
information is routinely used to estimate gas saturation
through Archie’s original equation (Archie, 1942) or
various subsequent improvements of this empirical
method (e.g., Worthington, 1993; Cook and Waite,
2018). Significant changes in resistivity are not obtained
until the pore fluid is dominantly gas (Constable, 2010)
with the resistivity primarily controlled by the presence
and connectivity of electrically conductive brine (Sen-
ger et al., 2017). This is also true for gas hydrates, based
on the laboratory studies. Pure hydrate is highly resis-
tive (e.g., Du Frane et al., 2011), but the saturation and
connectivity of solid gas hydrate within the gas hydrate-
bearing strata determine the overall formation resistiv-
ity (Spangenberg and Kulenkampff, 2006; Du Frane
et al., 2015).

Controlled-source electromagnetic (CSEM) is a
powerful technique to quantify subsurface resistivity
remotely, prior to drilling (e.g., Constable, 2010; Mac-
Gregor and Tomlinson, 2014). The 3D CSEM acquisition
and inversion for conventional hydrocarbon accumula-
tions has been proven to be effective at deep (1000–
4000 m) and shallow burial depths (from the seafloor
up to 1000 m), and it is routinely applied in shallow
and deepwater settings. Due to a combination of factors
such as the lower operational frequency range (from
0.05 to 50 Hz) and guided wave principle, the vertical
resolution is inferior. Spatially, however, the lateral ex-
tent of the resistive body can be well-constrained by 3D
CSEM provided that an appropriate grid geometry and
survey parameters such as waveform and source power
are applied (Fanavoll et al., 2014; Granli et al., 2017).
CSEM data can be acquired using a range of acquisition
setups typically combining a towed source with receiv-
ers deployed either as seafloor nodes or using a towed
streamer (MacGregor and Tomlinson, 2014; Constable
et al., 2016), with implications on data quality, data sam-
pling, and efficiency and cost of the acquisition. The
commercial success of CSEM since its establishment
in the early 2000s (e.g., Eidesmo et al., 2002; Edwards,
2005) builds upon early academic success focusing on
mapping shallow resistors in deepwater settings. As
such, gas hydrates are considered an optimal CSEM tar-
get, and a number 2D CSEM campaigns conducted by
university groups have been acquired in the past, in-
cluding surveys of the Cascadia margin offshore Oregon
(Weitemeyer et al., 2006, 2011) and Vancouver Island
(Gehrmann et al., 2016), mid-Norway (Attias et al.,
2016), west Svalbard margin (Goswami et al., 2015,
2017), New Zealand (Schwalenberg et al., 2010a,
2010b, 2017), and the Gulf of Mexico (Weitemeyer
and Constable, 2010). All of the gas hydrate CSEM sur-
veys published so far indicate the presence of hydrates
but lack information about their areal extent. To obtain
a comprehensive spatial distribution, it is extremely im-
portant to use 3D against a 2D acquisition where pos-
sible. To the best of our knowledge, no results of 3D

inversion of a 3D CSEM hydrate-specific survey has
been reported in the scientific literature, although a
few hydrate specific 3D campaigns have been acquired
in the Gulf of Mexico (Weitemeyer and Constable, 2010;
Kannberg and Constable, 2017) and offshore Japan
(OEdigital, 2014).

Here, we present the results of a 3D CSEM survey
targeted specifically to delineate gas hydrates in the Pe-
lotas Basin offshore Brazil. The main objectives of this
paper are to

1) Provide an overview of a gas hydrate specific 3D
CSEM acquisition setup used for this survey.

2) Describe the quality of the acquired data, the
processing, quality-control, and inversion
processes.

3) Jointly interpret the 3D CSEM results with near-sur-
face observations from the multibeam backscatter
data and 2D seismic, mainly focusing within the
gas hydrate stability zone.

Geological settings
The Pelotas Basin is a passive margin basin formed

during the rifting of the Gondwana supercontinent and
drifting of the South Atlantic (Asmus and Baisch, 1983)
(Figure 1). It is limited to the north by the Santos Basin
by the Florianopolis High and to the south by the Punta
del Este Basin by the Cabo Polonio High. The most im-
portant physiographic feature of the Pelotas Basin is the
Rio Grande Cone (RGC) (Martins et al., 1972). The RGC
consists of a protuberance in the continental slope, and
it is the main depocenter of the basin with an accumu-
lation of ≈ 7 km of sediments from the Barremian to Re-
cent (Saunders et al., 2013). The RGC is experiencing a
gravitational collapse in which a major detachment
fault occurs at the base of the Lower Miocene. The main
structures associated with the detachment system are
normal faults in a proximal extensional domain and
folds and thrust imbricates in a distal compressional do-
main (Silveira and Machado, 2004; Castillo et al., 2009;
Figure 1). Faults related to the gravitational collapse of
the RGC are probable migration pathways for the shal-
low gas in the basin (Oliveira et al., 2010; Miller et al.,
2015). Gas anomalies at shallow depths below the
seafloor (<10 m) underneath pockmarks have been
identified in mud gas analyses from piston cores and
high-resolution acoustic data (3.5 kHz; Rodrigues et al.,
2017).

The occurrence of gas hydrates has been indicated
by the presence of BSRs in an area of 45,000 km2 within
water depths of 500–3500 m and at approximately 400 m
below the seafloor in the study area (Fontana, 1989;
Fontana and Mussumeci, 1994; Sad et al., 1997, 1998).
The average thickness of the hydrate stability zone (the
distance between the seafloor and the BSR) is approx-
imately 450 m in the entire RGC and thins abruptly to
zero at 500 m of water depth (Miller et al., 2015), which
coincides with the depth of the edge of the hydrate sta-
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bility zone calculated for the area using water temper-
ature profiles (Ketzer et al., 2019). Gas hydrate samples
were only obtained in piston cores within pockmarks,
with the shallowest hydrate recovery at 1.4 m below the
seafloor (Miller et al., 2015). Low chlorine concentra-
tion anomalies are interpreted as being related to hy-
drate disassociation during piston core recovery. Sad
et al. (1998) estimate that the hydrates in the Pelotas
Basin contain as much as 780 trillion cubic feet of
gas. More recent studies based on the reprocessing
of seismic data (time frequency decomposition) pointed
to the existence of spectral anomalies that could be pos-
sibly related to gas reservoirs that are a source of hy-
drates, free gas accumulations underneath the BSR,
the presence of the hydrates itself, and to gas flux along
gas chimneys (Oliveira et al., 2010).

Two pockmark fields have been mapped in the RGC
using a multibeam echo sounder. The first one is re-
stricted to water depths between 500
and 600 m (Miller et al., 2015). The sec-
ond pockmark field is located at water
depths between 1000 and 2000 m, where
the CSEM survey was performed. Pock-
marks in this field occur in an area of 8 ×
40 km and follow a northwest–southeast
trend, oblique to the regional bathym-
etry and following a series of outcrop-
ping valley-forming faults (Miller et al.,
2015; Figure 2). The density of pock-
marks in this field is <1 per km2, diam-
eters of individual pockmarks range
from 300 to 1200 m, and depths vary
from 4 to 13 m (Miller et al., 2015).
Chemosynthesis-based communities
have been identified and described in
one of the pockmarks (Giongo et al.,
2016; Medina-Silva et al., 2017). Patches
of high-backscatter anomalies may also
indicate their occurrence in adjacent
pockmarks, along with possible shallow
gas hydrates and carbonates related to
the anaerobic oxidation of methane
(Miller et al., 2015). Gas hydrate samples
have been obtained from piston cores
collected inside pockmarks in both
areas, and analyses of dissociated gas
indicated (1) a dominantly methane
composition (>99 vol%) and (2) a bio-
genic origin based on the stable carbon
isotopic composition of methane (−66.7
to −69.3‰; Miller et al., 2015).

CSEM sensitivity assessment
Prior to data acquisition, CSEM sen-

sitivity assessment is performed to
evaluate the minimum target dimen-
sions/properties that CSEM is capable
of detecting in the study area.

CSEM sensitivity depends primarily on the target
burial depth, areal extent, thickness, and resistivity con-
trast of the target with the surrounding background re-
sistivity. A synthetic CSEM response of a nonhydrate
background model and hydrate bearing target model
(with specific target properties) is simulated during this
assessment process. The sensitivity is then defined as
the difference between the target synthetic response
and the background synthetic response normalized
against the uncertainty (Mittet and Morten, 2012). If
the difference between the target and background re-
sponse is significantly larger than the uncertainty (>3
times), there is a high probability that CSEM can detect
the target. Conversely if the contrast is small compared
with the uncertainty (i.e., 1–3 times) then the target
would be considered to have a low probability of detec-
tion. A target response of less than 1 would mean that

Figure 1. (a) Location map of the study area in the Pelotas Basin showing the
location of the CSEM survey area in the red rectangle and the multibeam
echosounder area in the gray polygon. (b) Regional seismic section showing
the main structures of the RGC: normal faults (the red lines) in a proximal exten-
sional domain, and folds and thrust imbricates (the blue lines) in a distal compres-
sional domain. Note the BSR (the dashed line) in the seismic section indicating the
base of the gas hydrate stability zone (modified from Miller et al., 2015).
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uncertainty dominates the signal; hence, the target is
not detectable.

A simple 3D modeling exercise can be performed by
constructing a 1D plain layer background resistivity
model with water depth and subsurface layer thickness
and corresponding resistivities as input. A target model is

built by including a “pizza-box” shaped 3D target within
the background model at a known target depth. The sen-
sitivity evaluated is based on the peak target response
from a single receiver, which is positioned at an optimum
location to detect the target. The runtime for this type of
modeling is in minutes, and one can achieve a represen-

tative target sensitivity estimate using
this method. This type of modeling does
not take into account the structural and
geometric variation in the subsurface and
target. A full-scale 3D modeling exercise
(as shown in Appendix A) can be per-
formed using seismic horizons and target
polygons as input for background and
target model building. This type of mod-
eling provides a more realistic sensitivity
assessment. One can also perform grid
design tests for an optimum grid design
assessment. The runtime for this exercise
is from a week to a month based on the
size of the input model(s) and designed
survey grid(s).

Presurvey sensitivity assessment for
this project was done using simple 3D
modeling. A plain layer background
model was constructed, and a target
(i.e., the hydrate in this case) is included
immediately below the seafloor (Fig-
ure 3a). The target thickness is varied
between 5 and 200 m, and the target
is assumed to be a rectangular box with
an area ranging between 0.1 and 1 km2.
A scan of sensitivity points for targets of
a range of thickness and area combina-
tions (within the target thickness and
area limits set) is plotted in a thickness
versus area crossplot (Figure 3b). In the
plot, all of the thickness and area com-
binations that fall within the red are con-
sidered below CSEM sensitivity, those
in yellow have marginal CSEM sensitiv-
ity, and data points that fall within the
green have high CSEM sensitivity.

Frequencies and source-receiver off-
sets that would be sensitive to this shal-
low buried target can be seen in the
frequency versus offset crossplot shown
in Figure 3c. Frequencies ranging be-
tween 1 and 20Hz and offsets in the range
of approximately 1000–4000 m source
receiver offset would be needed for hy-
drate detection. The source waveform
to be used for the survey is designed
based on this presurvey sensitivity study
assessment.

CSEM data acquisition
The PUCRS14 survey was acquired

using a vessel called the EM Leader.

Figure 2. Detailed bathymetric map of the northeast portion of the RGC
showing the study area (the blue rectangle). Note the presence of backscatter
anomalies associated with pockmarks (the brown polygons) and the orientation
of pockmarks following the northwest–southeast trend of outcropping valley-
forming faults (modified from Miller et al., 2015). A-A′ is the trace of a high-
resolution (3.5 kHz) sub-bottom profiler section showing acoustic blankings
related to gas flow below a pockmark (A; modified from Miller et al., 2015);
B-B′, C-C′, and D-D′ are the traces of seismic sections crossing a set of normal
faults of the extensional domain in the study area (B, C, and D). Note the pres-
ence of a strong amplitude anomaly below the BSR. These seismic lines are used
in Figure 13 for the superimposition of acoustic and CSEM data.
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The water depth in the survey area varies from 1250 to
1400 m, and the area contained several pockmarks in
which shallow (~2 m below seafloor) gas hydrates have
been recovered (Miller et al., 2015). The CSEM survey
acquisition time was 15 days.

An appropriate grid design is important to image the
target accurately. The grid design depends primarily on
the target burial depth and target size. An inversion is
more likely able to reconstruct a target if the target in-
formation is recorded by multiple receivers in that grid.
If the target is small or at the edge/outside the receiver
grid and its information is recorded only by one or two
receivers, the inversion would have limited data points
and is less likely to reconstruct the target. In terms
of grid spacing for a shallow buried target, Granli et al.
(2017) discuss how a combination of denser grid
and high-frequency waveform is necessary to achieve
higher resolution CSEM result. Synthetic inversion
studies conducted over a combination of grids (Appen-
dix A) suggest that a denser grid design is necessary
to image thin and elongated targets such as chimneys
and faults. Two sets of source tow configurations were
tested, one towing over the receiver line and the second
towing at a 250 m offset from the receiver lines (i.e.,
towing in between receiver lines that are spaced
500 m apart). For the case in which the source is towed
along the receiver lines and the receivers record a very
strong EM signal when the source is passing directly
above a receiver at zero offset. This leads to very high
sensitivity directly beneath the receiver, and inversion
tends to update these model cells to unrealistic resistiv-
ity values causing inversion artifacts also known as
“acquisition footprints.” This can be mitigated by

applying a smoothness regularization in the inversion,
a practice commonly used in traditional hydrocarbon
exploration in which the target is deep. But in the case
of shallow targets such as hydrates, this smoothness
regularization would impact the near-surface imaging
through unwanted smoothing. When the source is
towed slightly away from the receivers, these footprints
are reduced considerably and one can achieve a less
artifact-prone image of the subsurface. Thus, the latter
design was considered for this survey.

Acquisition was conducted using a dense 3D survey
grid configuration with 132 multicomponent receivers
deployed on the seabed, measuring the horizontal elec-
tric field E and magnetic field H, along 12 receiver lines
(Figure 4). The receiver spacing is 1000 m along the
source tow direction and 500 m across the source
tow direction. A 280 m long deep towed horizontal elec-
tric dipole source with 1250 A output current was used
for surveying. This is a standard source setup primarily
used for conventional hydrocarbon exploration. A
shorter dipole could improve the resolution; however,
synthetic studies (Appendix A) suggest that the setup
used for this survey provides sufficient resolution to im-
age the target that falls within CSEM sensitivity limits.
The source was towed 13 times along northwest–south-
east oriented profiles, at approximately 30 m altitude
from the seafloor (01Tx001–01Tx13; Figure 4). Addi-
tional towing perpendicular to the receiver lines with
evenly spaced towlines could provide more surface
data samples thus leading to better resolution; however,
this was not considered in this survey due to cost con-
straints. Instead, a dense cross-receiver line spacing
(i.e., dense spacing between receiver lines) with the

Figure 3. The CSEM presurvey sensitivity assessment. (a) The 1D backgroundmodel with 3D target hydrate. (b) Thickness versus
area crossplot indicating a CSEM sensitivity scan for various combinations of thickness and area. If the hydrate target with a
combination of area and thickness falls in the green region (i.e., sensitivity of the target versus background >3), it has a high
CSEM sensitivity; if it falls in the yellow region (i.e., sensitivity of the target versus background between 3 and 1), it will have
moderate sensitivity; and if it falls in the red region (i.e., sensitivity of the target versus background <1), then it will have low CSEM
sensitivity. Two possible thickness versus area combinations of hydrate that CSEM would be sensitive to are indicated. (c) The
frequency and offset that would be sensitive to a given hydrate target are shown in the frequency versus offset crossplot. The red
region indicates high sensitivity, and the blue region indicates low/no sensitivity. This plot suggests that the main frequencies
detecting hydrates range between 1 and 19 Hz in source receiver offsets ranging between 500 and 3000 m.

Interpretation / November 2019 SH115

D
ow

nl
oa

de
d 

11
/0

6/
19

 to
 6

2.
92

.1
24

.1
45

. R
ed

is
tr

ib
ut

io
n 

su
bj

ec
t t

o 
SE

G
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 T

er
m

s 
of

 U
se

 a
t h

ttp
://

lib
ra

ry
.s

eg
.o

rg
/



source being towed in between the receiver lines was
chosen to achieve a dense and uniform illumination
of the shallow subsurface. All of the receivers were

deployed on the seafloor prior to source tow providing
a full 3D azimuthal data coverage. With the input from a
presurvey sensitivity study, a composite source wave-

form with a base frequency of 1 Hz
was used in this survey. Figure 5 shows
the waveform in the time and frequency
domains. Eight frequencies were proc-
essed (1, 3, 5, 7, 9, 11, 13, and 19 Hz).

CSEM data processing and 3D
CSEM inversion

The acquired data were calibrated
and demodulated as part of the offshore
processing routine. The demodulated
data were scaled to the source dipole
moment. As a preparation for 3D inver-
sion, the receiver data were rotated so
that the inline components (x-compo-
nent of the E channel and the y-compo-
nent of the H channel) are aligned to the
towline direction. We expect that one
would achieve good inversion results
even without the rotation step because
the inversion code used here updates
and further fine-tunes the rotation an-
gles with every iteration (Morten and
Bjørke, 2010). Finally, noisy data points
are masked through a signal-to-noise
ratio threshold. Figure 6a shows magni-
tude plots of the demodulated data for
the Ex, Ey and Hx, Hy channels for
the base frequency for a single receiver
(01Rx060a). Figure 6b shows the final
rotated masked data of the same
receiver for the same frequency and
same channels. Figure 6c and 6d shows

Figure 5. Composite source waveform transmitted by the source during the PUCRS14 acquisition. (a) Source signal amplitude in
percentage represented in the time domain. (b) Source signal amplitude represented in percentage in the frequency domain. The
percentage source current transmitted to different frequencies is shown in the top-right corner. This waveform is designed so that
the highest energy is on 1 Hz, which is the base frequency.

Figure 4. Survey layout designed to map gas hydrates. The magnified section on
the right gives the details of the grid geometry. The black circles with green +
indicate the receivers, and the brown lines indicate the source towlines. The data
is acquired and plotted for all the plots in SIRGAS2000-UTM22S UTM zone.
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the rotated masked magnitude and phase plots for the
Ex and Hy channels for all the receivers along the tow-
line (Tx005).

In general, the data are of very good quality for all of
the processed frequencies as exemplified in Figure 7 for
the magnetic x- and y-components for receiver 01Rx60a
in the source-receiver offset domain. The first data sam-
ple was recorded at a 250 m source-receiver offset
(shows as the magnified image in Figure 7) as the source
was towed with an offset of 250 m from the receiver line.
As per the pre-survey sensitivity recommendations, data
samples up to a 6000 m source-receiver offset were proc-
essed. The noise floor for the electric E channel data is
seen at 1e−16 V∕Am2, and the noise floor for the mag-
netic H data is seen at ∼1e−13 1∕m2.

Data between the first sample and inner offset limit
are not included in the inversion because these very
short offsets primarily carry information about the sea-
water resistivity (direct wave) along with a small com-
ponent of the signal from the subsurface. Because
relative uncertainty is scaled against the total field,
which is dominated by this strong direct wave compo-
nent, the measurement uncertainty from this direct
wave will exceed the subsurface signal in this very short
offset data leading to a very small contribution from
these offsets to the overall error function. The inner off-
set limit considered in this study might be conservative;
however, synthetic inversion studies (Appendix A)
demonstrate that these offsets have sufficient informa-
tion about the target to be imaged.

Anisotropic 1D and 2.5D inversions were run on the
processed data to delineate the general background re-
sistivity trend in the area. The results indicated minor
anisotropy in the subsurface with a vertical resistivity
component varying between 1.3 and 1.5 Ωm and a hori-
zontal resistivity component of approximately 1.2 Ωm.
Some receivers indicated higher vertical resistivity, pos-
sibly due to their proximity to hydrates. The knowledge
gathered from these inversions formed the basis for
selecting resistivity values for the 3D inversion start
model.

A purely CSEM data driven, anisotropic 3D inversion
was run using a start model with a single value vertical
resistivity of 1.4 Ωm and horizontal resistivity of 1.2 Ωm
in the subsurface, without using any a priori informa-
tion from seismic or well-log data except the bathym-
etry and water column resistivity (Figure 8). The
water column resistivity profile was measured during
CSEM data acquisition using a conductivity, tempera-
ture, density sensor probe connected to the source.
Measurements are made while the source is being
deployed and retrieved while towing along each line.
For this survey, all of the measured profiles (along
all of the lines) indicated a similar trend of water con-
ductivity with no major variations. The average of all of
the profiles providing conductivity information from
sea level until 30 m above the water bottom in which
the source is towed, was imprinted in the water column
of the start model. A cubic cell geometry (X ¼ 40 m,
Y ¼ 40 m, and Z ¼ 40 m) was selected to obtain a

Figure 6. The CSEM data processing example shown for receiver 01Rx60a along towline Tx005 for the base frequency (1 Hz).
(a) Magnitude of receiver 01Rx60a plotted along the towline, showing the demodulated signal of all of the processed channels.
(b) Magnitude of receiver 01Rx60a plotted along the towline, showing all of the channels after rotation and masking of noisy data.
The colored squares indicate the signal of each channel, and the line indicates noise of the corresponding channel. (c) Plot showing
magnitude for the Ex and Hy channels for all of the receivers along towline Tx005a. (d) Plot showing phase for the Ex and Hy
channels for all of the receivers along towline Tx005a. Location of the receiver and the towline in the survey grid shown in the
image on the right.
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sufficiently fine inversion model grid. An even finer cell
size could provide improved modeling accuracy espe-
cially at the seabed; however, this would increase the
computation time by severalfold. To bypass this and
to improve the modeling accuracy, the modeling code
in the inversion is enabled to upscale the
bathymetry of the input model to a
smooth fine-scale grid in the forward-
modeling stage (Shantsev and Maao,
2014). The inversion algorithm is a gra-
dient-based Broyden-Fletcher-Goldfarb-
Shanno (Zhu et al., 1997; Zach et al.,
2008) algorithm, which iteratively up-
dates the subsurface resistivity until a
model is found that explains the mea-
sured data to within the data uncer-
tainty. A full-azimuth 3D CSEM data
provide good sensitivity to the vertical
resistivity Rv component and the hori-
zontal resistivity Rh component of sub-
surface (Morten and Bjørk, 2010).

Data were inverted using the electric
(Ex, Ey) and magnetic (Hx, Hy) chan-
nels separately. The quality of the final
inversion is assessed based on qualita-
tive factors such as the geologic plau-
sibility of the resultant model and
quantitative factors such as the final
data fit. As part of the geologic plausibil-
ity assessment, both inversions were
compared with available 2D seismic

(Figure 9). The inverted model from the electric chan-
nel inversion appears noisier compared to the inverted
model from the magnetic channel. Some of the resistive
anomalies seen on the electric channel-based inversion
do not seem to match with seismic events and appeared

Figure 7. Example CSEM data for receiver 01Rx60a shown for all frequencies. (Top) Magnitude versus offset (MvO) of rotated
(a) Hy channel and (b) Hx channel for all of the offsets used in the inversion. (Bottom) MvO for all frequencies of rotated (a) Hy
channel and (b) Hx channel for the near-offset data. This is shown to indicate the first sample recorded. Location of the receiver in
the survey grid shown in the image beside the plots. The colored curves indicate the noise floor for each frequency (in the same
color). Noise is calculated based on the fast Fourier transform in a noise band slightly apart from the transmittal frequency. The
signal gets stronger as the source moves closer to the receiver (at zero offset); hence, the noise appears to be higher here.

Figure 8. Start models used in the inversion. (a) Water resistivity profile im-
printed in the water layer of the start model. (b) Start model vertical resistivity
(top panel) and horizontal resistivity (bottom panel); cross sections shown along
Tx005 towline.
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more random (noise) (Figure 9 and Appendix A). How-
ever, magnetic channel-based inversion looked smooth
and more consistent with events observed on seismic.
This effect was further confirmed in synthetic modeling
and inversion tests performed on a theoretical model
(Appendix A). A possible reason for this may be due
to the presence of small-scale surface anomalies that
are known to distort electromagnetic fields (Singer,
1990). The distortion is mainly caused by the electric
field because it is sensitive to current flow and the
charge distribution generated due to the current flow,
through these surface anomalies. This additional charge
component creates anomalous distortions/artifacts.
However, the magnetic field is only sensitive to current
flowing through these anomalies (because the charge is
zero) and hence are expected to look smoother, and
less distorted, than the electric field. Furthermore, mag-
netic channel-based inversion shows a resistive layer
(of approximately 1.7 Ωm) seen at approximately
400 m below the seafloor, which seems to coincide with
the BSR level indicating that this could be geologic. This
is not evident in the electric channel inversion possibly
due to the distortions. Thus, it resulted in the decision
not to pursue the electric channel inversion and focus
on the magnetic channel inversion instead.

Input parameters used for the magnetic channel 3D
inversion are listed in Table 1. Quantitative assessment

of inversion quality is done by evaluating the inversion
data misfit. The data misfit is a measure of data fit to the
acquired/observed data, and it is defined by significant
misfit function, which is the difference between the
observed data (acquired data) and the synthetic data (si-
mulated from the inverted model) divided by the relative
uncertainty. Relative uncertainty, which depends on the
source system used for acquisition and the water depth
of the survey area, is estimated to be 3.7% for this survey.
The estimate is based on the linear error propagation
analysis as detailed by Mittet and Morten (2012). The in-
version converged in 25 iterations to reach the estimated
relative uncertainty (i.e., rms misfit of ≈ 1), as exempli-
fied by the convergence curve for the rms misfit (Fig-
ure 10a) for all receivers including all data channels,
frequencies, and offsets used in the inversion (Fig-
ure 10b). The magnitude of the significant misfit for all
receivers near towline Tx005, for all offsets, is shown in
Figure 10c. Plots are shown here for two (1 and 7 Hz) of
the five frequencies as an example, to highlight the con-
vergence from iteration 0 (the start model data fit) to iter-
ation 25 (the final model data fit). A significant misfit for
the final model could be seen in green (i.e., significant
misfit ≪3) for most of the data, and it is considered
as a good data fit. Inverted vertical and horizontal resis-
tivity models are displayed in a cross-sectional view, and
the map view and 3D view are shown in Figure 11.

Figure 9. Comparison between electric and magnetic channel inversions. (a) Cross section showing the inverted resistivity model
using electric channel data, corendered with seismic. Resistivity artifacts that do not correlate with seismic events are indicated.
The depth slice from the inverted vertical model shown on the right indicates several resistivity artifacts suggesting a poorer
reconstruction of the subsurface resistivity. (b) Inverted vertical resistivity model using magnetic channel data, corendered with
the seismic cross section showing a better correlation between the resistivity anomalies and the seismic events. The depth slice on
the right shows a better reconstruction of the subsurface resistivity.
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Joint interpretation of CSEM, seismic, and
multibeam data

A priori data such as 2D seismic, multibeam back-
scatter, and piston core data are correlated against
the CSEM vertical average resistivity map. An average
resistivity map is generated from the 3D CSEM vertical
resistivity volume, by integrating the resistivity over a
known depth interval (0–360 m below the seabed).
The depth interval is chosen such that it encapsulates
the entire resistive anomaly. The resultant map pro-
vides an average resistivity value and the lateral/areal
extent of the resistivity anomalies imaged in that inter-
val. In addition to average resistivity maps the inverted
resistivity volumes can be used to generate resistivity
anisotropy cubes (Rv/Rh), update cubes (final-initial
Rv), and anomalous vertical resistivity (Rv-background
Rv) (e.g., Gabrielsen et al., 2013). Figure 12 shows the
average vertical resistivity map along with faults
mapped on the seabed and multibeam backscatter data.
The background resistivity ranges from 0.8 to 1.5 Ωm.
There are clearly defined high resistive (>2.6 Ωm) elon-
gated anomalies striking approximately northwest–
southeast (Figure 12). Anomalous resistivities seen
here are in the same range as noted byWeitemeyer et al.
(2011) and Schwalenberg et al. (2010a) in their respec-
tive hydrate studies. The anomalies are associated with
positive relief features identified on the multibeam data
and interpreted from shallow seismic as fault zones
extending to the seafloor (Figure 12a). The resistivity
varies along the strike of these features, being, particu-
larly strong (4–9 Ωm) in areas with strong backscatter
on the multibeam data (Figure 12b).

The resistivity anomalies clearly match with high
backscatter patches within pockmarks (Figure 13a)
suggesting that the observed anomalies are linked to
specific geologic features related to shallow gas migra-
tions, such as authigenic carbonates, gas hydrates
(Miller et al., 2015), and chemosynthesis-based com-

munities on the seafloor (Giongo et al., 2016). Along
the faults, however, one can identify several locations
where a resistivity anomaly does not coincide with a
backscatter response (Figure 13b). Conversely, some
backscatter does not coincide with high resistive
anomalies (Figure 13c). The plausible explanation for
the former is that the resistive response is related to hy-
drocarbons that are supposed to seep to the seafloor
and create the backscatter anomaly but are trapped
in the subsurface, perhaps by an impermeable gas
hydrate plug or other low-permeability zone. This ex-
planation is supported by high seismic amplitudes at
the same location, with gas blanking effects beneath
(Figure 13b). In cases in which there is no resistivity
anomaly (Figure 13c), a plausible interpretation would
be that the backscatter response being caused by hy-
drocarbons migrating upward along the fault without
being trapped in the subsurface. The residual fluid
has a low saturation gas enough to be seen on seismic
but not enough to create a resistive anomaly on CSEM.
A second interpretation may be that hydrocarbons mi-
grated along the fault in the past during sufficient time
to form chemosynthesis-based communities and authi-
genic carbonates on the seafloor, which generate strong
backscatter, but have ceased to migrate for a long
enough period to leave only residual fluid with no resis-
tive anomaly.

There are several other locations in the area where
one can identify chimneys related to fluid flow on
acoustic data. When superimposed over 3D CSEM data,
one can distinguish between a chimney that possibly
has fluid trapped within and a chimney that seems
to have let all the gas seep toward the seafloor
(Figure 14).

The resistivity volume was also compared with pis-
ton core information at three locations (Figure 15). No
significant resistivity accumulation was seen in the
CSEM result at locations A and B, which confirms

Table 1. Final 3D inversion data input and parameterization.

Input receiver data Parameters

Field components Magnetic (Hx, Hy)

Frequencies and data offset range

Frequency (Hz) Inner offset limit* (m) Outer offset limit (m)

1 1500 6000

3 1500 3600

5 1300 3300

7 1200 2800

9 1200 2300

Data/noise masking

Data with a signal-to-noise ratio less value of approximately 1e−13 1∕m2 for inline
and azimuth data are masked out and excluded from the inversion. The 1∕m2 unit
corresponds to the magnetic field intensity (H fields) scaled by the source dipole
moment.

*Data less than the inner offset limit (i.e., 250 m source receiver offset until the inner offset limit) has not been included in the inversion. The direct field in the
seawater dominates the response in these very short offsets which are difficult to model.
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the low resistivity logged on the piston bore. Location C
has a strong resistivity anomaly in CSEM data, and the
same was observed in the piston core resistivity log
measurement.

Gas hydrate saturation estimates
The empirical Archie’s equation (shown in equa-

tion 1) (Archie, 1942), which is meant for pure sands
(assuming there is no clay in the system) is used to
derive saturation from the resistivity volume:

Sgh ¼ 1 −
�
aRw∅−m

Rt

�
1∕n

; (1)

where Sgh is the gas hydrate saturation, a is Archie’s
coefficient, m is the cementation factor, n is the satu-
ration exponent, ∅ is the porosity, Rw is the interstitial
water resistivity, and Rt is the bulk resistivity of the sub-
surface.

To calculate saturation from a CSEM-derived resis-
tivity volume, we assume a ¼ 1, m ¼ 2.5, and n ¼ 2.0

Figure 10. Inversion quality control plots. (a) Convergence curve showing rms of significant misfit for all input data, i.e., magnetic
field channels of inline and broadside data. The data converged to a value slightly less than 1, indicating that the relative uncer-
tainty value used is slightly higher and could be reduced. At iteration 10, the inversion chooses an inaccurate local minimum that
leads to a higher misfit than the previous iteration. In iteration 11, it finds a better solution. (b) Significant misfit shown per receiver
for all frequencies, offsets at the final iteration. The legend shows that 73.73% of the data have a good data fit shown in green,
25.87% of the data have medium or acceptable misfit shown in yellow, and 0.4% of the data have poor misfit shown in red. (c) Mag-
nitude of data residuals for a line of receivers for source towline Tx005 for all offsets for the 1 Hz (left) and 7 Hz (right) frequencies
at iteration 0 (top row) and the final iteration 25 (bottom row). Due to the longer skin depth and penetration, the lower frequency
(1 Hz) has longer offset (≈6000 m) before it reached the noise floor compared to the higher frequency (7 Hz at ≈5000 m). The same
color is used for significant misfit plots in (b and c).
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values, which are in line with what is suggested in the
literature (e.g., Shankar and Riedel, 2011; Schwalenberg
et al., 2017; Cook and Waite, 2018). We assume a con-
stant porosity of 55% suitable for mud sediments at ap-
proximately 250 m below the seafloor (Mondol et al.,
2007). Resistivity data logged on the piston bore
(Figure 15) indicated near-surface resistivity of approx-
imately 0.2 Ωm (Figure 15). We believe that this sedi-
ment section should be dominated by brine; thus, the
resistivity logged here should be close to Rw. Further-

more, we assume that the sediments in the gas hydrate
stability zone are unconsolidated with a uniform Rw;
thus, we apply a constant Rw of 0.2 Ωm. Assumptions
made here need to be cross verified against wells,
which are not available in this study. The term Rt in
equation 1 is the bulk subsurface resistivity from the
inverted CSEM vertical resistivity volume.

Figure 16 shows the Sgh volume derived from the
CSEM results. Resistivity anomalies seen in the vertical
resistivity volume are seen to have saturation varying

Figure 11. Final model from the CSEM 3D inversion. (a and b) The cross sections of inverted vertical and horizontal resistivity
models, respectively, along towline Tx005. CSEM is seen to have sensitivity up to approximately 2500 m below sea level; hence, the
model is cropped up to this extent. (c and d) Depth slices of the inverted vertical and horizontal resistivity models, respectively, at
1480 m below sea level. The black dots indicate the receiver grid, and the black line indicates the location of the cross section
shown on the left panel. (c) The 3D visualization of a depth section (at 1560 m BSL) from the CSEM vertical resistivity volume with
a 2D seismic section indicating possible hydrate accumulations. (d) Anomalous resistivity geobodies (3D volume showing resis-
tivities >2 ohm) that could be the saturated hydrate accumulation shown along with the 2D seismic line for reference.
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between 30% and 70%. Resistive anomalies within faults
have saturations of approximately 60%, and the gas
chimney (shown in Figure 14) has a saturation of ap-
proximately 40%. Low saturation values (below 25%)
should not be interpreted because the associated resis-
tivities are very close to background resistivities and
targets with such low resistivity contrasts are beyond
CSEM sensitivity.

These saturation values are highly dependent on the
assumptions that are made, and to estimate more mean-
ingful and robust gas hydrate saturation values, one
would need to

1) Get a better understanding of saturation coefficients
based on well logs from within the study area as
done by Shankar and Riedel (2011).

Figure 12. (a) Average vertical resistivity map of the subsurface (resistivity averaged between from 0 to 360 m below water
bottom) draped on the seafloor horizon. Faults mapped at the seafloor and isobath lines are shown for reference. (b) The same
average map showing the location of the anomalous regions interpreted on the multibeam echo sounder backscatter data (overlain
as the purple polygons).

Figure 13. Superimposition of 2D seismic
data on the same cross section extracted from
the CSEM vertical inversion result shown in
the left. The black lines shown on the map
in the right indicate the location of the 2D seis-
mic lines, and the dotted rectangles indicate
the location of the part of the seismic cross
section shown in the left. The average vertical
resistivity map (averaged between 0 and
360 m below the water bottom) shown in
the right is imprinted on the seabed horizon
showing the seabed contour lines (in black).
The contour lines are shown only to indicate
the seabed variation and how resistivity
anomalies align with these variations. The
purple polygons are multibeam backscatter
data. Seismic cross sections in the left show-
ing (a) a good correlation between the resis-
tivity and backscatter data (the location of
backscatter data is indicated with a purple
rectangle on the cross section), (b) a resistive
response but no backscatter response at the
seafloor, and (c) backscatter response (indi-
cated with the purple rectangle on cross sec-
tion) but no resistivity response in CSEM. The
vertical scale is in true vertical depth below
sea level. Smoothness algorithm in which
the cells in the 3D model are rendered by
squared distance weighting has been applied
to the CSEM cube.
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2) Include realistic porosity trends as done by Schwa-
lenberg et al. (2017) on the Hikurangi Margin, New
Zealand, instead of the constant value used in the
current study.

3) Understand the volume of clay and use a modified
version of Archie’s equation such as Simandoux
(1963) equation, Fertl (1975) equation, or the Po-
upon and Leveaux (1971) (Indonesia) equations to
account for the volume of clay.

4) The CSEM inversion is known to underestimate re-
sistivity in the resultant model. In the presence of a
well log providing a true resistivity value of the tar-
get hydrate and 3D seismic providing the true struc-
ture of a hydrate-bearing sediment, one can build a
true geologic model and perform synthetic modeling
and inversion studies. By evaluating target resistiv-
ity in the true model and resistivity in the resultant
synthetic inversion model, one can quantify this

Figure 15. (a) Location of piston cores shown on the CSEM average resistivity map. (b) Log data acquired while piston coring.
The logs include chloride content and resistivity measurements. The location at piston core C has high resistivities in the CSEM
data set and the log data.

Figure 14. (a) Interpretation based on seismic alone and (b) interpretation based on seismic superimposed with CSEM vertical
resistivity volume. Location of seismic cross section shown in the black dashed rectangle over the average vertical resistivity map.
(c) The dashed blue lines on the map indicate faults mapped on the seafloor, and black lines indicate isobathy lines. With seismic
and CSEM, one can differentiate between resistive/saturated fluid trapped chimney and a low-resistivity/low-saturation chimney.
The seismic seabed and the CSEM seabed do not match here because the EM resistivity volume is corendered (covisualized)
against a depth-converted 2D seismic profile. The seabed in the CSEM model is built based on bathymetry measurements done
while acquiring the data (based on source navigation). Along the CSEM towlines there is a good control on the bathymetry, and
between towlines the bathymetry is interpolated. The seismic 2D lines are not along the CSEM towlines, and the interpolation
causes the mismatch. A smoothness algorithm in which the cells in the 3D model are rendered by squared distance weighting has
been applied to the CSEM cube.
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underestimation factor and apply this to the real in-
version result to overcome this underestimation.

Nonetheless, saturation derived from CSEM is useful
because it is derived from an independent nonseismic
measurement (CSEM) and can be used to evaluate and
cross check saturation models derived using traditional
seismic-based methods.

Benefits and limitations of CSEM for hydrate
mapping

We would like to address some of the limitations of
this method of collecting, processing, and inverting
data. The method discussed here is capable of detecting
resistive (saturated) hydrates that are within the CSEM
sensitivity (as indicated in the sensitivity plot in Fig-
ure 3) and grid spacing limitations. Hydrate accumula-
tions that are (laterally) smaller and are closer to the
seabed will be beyond CSEM detection limits due to
reasons such as the source setup used, near-offset data
(that could contain information about these hydrates)
that are not being used in the inversion, and grid spac-
ing economics (i.e., a denser grid with crossline towing
would help but will increase the cost of acquisition).
However, if this is a sizable target, this method should
be able to detect the entire hydrate feature even if it is at
the seabed as exemplified in Figure 17 due to the avail-
able broadside data.

It is important to stress that CSEM data can provide
an additional constraint for improved interpretation.
For a conventional reservoir at very shallow subsurface
depths comparable to the Pelotas Basin study area,
Granli et al. (2017) illustrate how an integrated ap-
proach involving geology-driven scenario testing and
joint interpretation can be used to the extent to which
fluid contacts can be predicted to within a few meters
prior to drilling the appraisal boreholes.

Figure 16. Saturation volume derived from the resistivity volume. (a) Depth slice of the saturation volume at 1580 m below mean
sea level (BMSL) and (b) a random cross section from the saturation volume. (c) 3D view showing a cross section of the 2D seismic
corendered with the saturation volume with the depth slice of the saturation volume at 1580 m BMSL.

Figure 17. Magnified image of a cross section of the CSEM
inversion result shown (Figure 11) without the smoothness
algorithm applied. The anomaly extends from the first cell be-
low the water bottom indicating that CSEM can detect shal-
low anomalies if the dimensions of the anomaly fall within the
CSEM sensitivity range.
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In a gas hydrate province, localized increases in re-
sistivity can be related to several factors that reduce
the amount of electrically conductive brine, either by
porosity reduction or the substitution of brine by a sig-
nificant amount of nonconductive pore-filling material
such as hydrocarbons or gas hydrates (Senger et al.,
2017). Increased resistivity can be related to a signifi-
cant increase in gas saturation within the free gas zone
beneath the BSR, high-saturation hydrates within the
hydrate stability zone, or the presence of significant
amounts of low-porosity carbonates. A proper deposi-
tional understanding is essential to rule out such pos-
sible antimodels.

Distinguishing resistivity effects near the BSR level is
notoriously difficult, given that the free gas contribution
beneath the BSR and gas hydrate contributions above
the BSR will contribute to the overall formation resis-
tivity; however, detailed synthetic inversions using geol-
ogy-driven and scenario-based start models could
quantify the relative contributions of these two poten-
tial resistors. Thus, CSEM is more suited for spatially
differentiating the high-saturation “sweet spots” within
the gas hydrate stability zone and any high-saturation
pockets of free gas immediately beneath the BSR.

Conclusions
We have presented results of a hydrate-specific 3D

CSEM study from the gas hydrate province of the Pelo-
tas Basin. We conclude that (1) 3D CSEM inversion re-
sults provide valuable information concerning the
location and extent of saturated gas hydrates/free gas
in the subsurface. (2) Gas hydrates/free gas has variable
saturation, and the saturated hydrates are not extensive
wherever there is BSR as previously assumed. (3) Cor-
relating these results with multibeam backscatter data
offers a new insight to the gas trapping and migration
mechanism in the subsurface.

Furthermore, this information could be used (1) to ac-
curately reestimate gas volumes present in the hydrate-as-
sociated system, either for gas hydrate commercialization
and/or for methane-based climate change assessment and
(2) in drilling operations, for the placement of exploration
wells away from gas hydrate-related hazards.
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Appendix A

Synthetic modeling and inversion study
Synthetic modeling and inversion tests shown here

aim to address the following topics:

1) Generate an optimum grid design to map shallow
resistors.

2) Evaluate inversion results run using E channel data
and H channel data.

For this synthetic study, resistivity models (vertical
and horizontal models) are built with representative non-
hydrate sediment resistivities (background resistivities)
based on the real inversion result. Three realistic targets
are imprinted on the background resistivity model. The
first target represents a hydrate formed in a sand channel
(slump), the second target is hydrate accumulated along
the fault, and the third target is hydrate in a vertical
chimney. Gas hydrate targets have resistivity of 6 Ωm.
Figure A-1 shows the model with the background and
targets imprinted (called the true model).

Synthetic data are simulated using this true model
with a grid configuration per the objective. Channels,
frequencies, and offsets generated in the synthetic data
set are identical to the real data. The 3D inversion is run
using this synthetic data simulated from the true model
as the input data to the inversion. The start model used in
the inversion is a simple half-space model (with a single
resistivity value in the subsurface). Inversions converged
to an acceptable misfit for all of the inversion jobs.

Objective 1: Grid design test
All of the grid design inversion tests shown here are

using magnetic H channel data. Figure A-2 shows the
resultant vertical resistivity models of the different grid
geometries tested.

A 1 × 1 km receiver inline and crossline spacing and
with the source towed on the receiver line is generally
used in conventional hydrocarbon exploration in which
the target is expected to have a minimum areal extent of
approximately 1–2 km2 and is buried at shallow to inter-
mediate depths (300–1000 m below the mudline). When
such a design is used for hydrates, one can see from Fig-
ure A-2a that it is too coarse to be able to capture all of
the targets (especially targets 1 and 3). Added to this re-
sistive survey footprints in the first cell below the water
bottom make it difficult to interpret these results.

A 1 km × 500 m inline and crossline staggered
receiver grid with the source towed on the receivers is
a finer grid that is suitable to image smaller targets com-
pared to the 1 × 1 km grid. One can see in Figure A-2b
that this grid is able to capture the three targets with a
good lateral positioning (seen on the depth slice). How-
ever, because the source is towed over the receiver, one
can see resistive survey footprints in the first cell below
the water bottom, which could be a concern during inter-
pretation of the results.

With the same 1 km × 500 m inline and crossline
receiver grid, when the source is towed in between
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Figure A-2. (a) Synthetic inversion run using a 1 × 1 km receiver spacing with the source towed on the receiver line. (b) Synthetic
inversion run using a 1 km × 500 m receiver spacing with the source towed on the receiver line. (c) Synthetic inversion run using a
1 km × 500 m receiver spacing with the source towed in between the receiver line. Depth slice and cross section of resultant
models with all three targets indicating a channel (1), a fault (2), and a vertical chimney (3). The location of the cross section
is indicated on the depth slice with the black line. The location of the depth slice is indicated on the cross section with the black
line.

Figure A-1. True model used for synthetic inversion studies. (a) Depth slice of the true model with three targets indicating a
channel (1), a fault (2), and a vertical chimney (3). (b) Cross section showing all three targets. The location of the depth slice is
indicated with a black line.
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the receiver lines, the survey footprint impact is seen to
reduce to some extent (Figure A-2c). All of the targets
are imaged comparatively well.

Objective 2: Electric channel versus magnetic
channel inversion

Using the survey grid shown in Figure A-2c, one in-
version was run using E channel data as input and an-
other inversion with H channel data as input. All other
inversion parameters are identical. Figure A-3 shows
the results of E channel data inversion and H channel
data inversion.

E channel data inversion (Figure A-3a) images all
three targets; however, the resultant model indicates
conductive and resistive artifacts in the model similar
to the real data inversion result run with the E channel
data (Figure A-3c).

The H channel data inversion (Figure A-3b) resultant
model is smoother in comparison to E channel data in-
version and is similar to the real data inversion result
run with the H channel data (Figure A-3d).

These results support the argument stated in the
paper.
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