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ABSTRACT

This paper gives a unified treatment of electromagnetic �EM�

field decomposition into upgoing and downgoing components
for conductive and nonconductive media, where the electromag-
netic data are measured on a plane in which the electric permittiv-
ity, magnetic permeability, and electrical conductivity are known
constants with respect to space and time. Above and below the
plane of measurement, the medium can be arbitrarily inhomoge-
neous and anisotropic.

In particular, the proposed decomposition theory applies to
marine EM, low-frequency data acquired for hydrocarbon map-
ping where the upgoing components of the recorded field guided
and refracted from the reservoir, that are of interest for the inter-
pretation. The direct-source field, the refracted airwave induced

by the source, the reflected field from the sea surface, and most
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agnetotelluric noise traveling downward just below the seabed
re field components that are considered to be noise in electro-
agnetic measurements.
The viability and validity of the decomposition method is

emonstrated using modeled and real marine EM data, also
ermed seabed logging �SBL� data. The synthetic data are simu-
ated in a model that is fairly representative of the geologic area
here the real SBL were collected. The results from the synthetic
ata study therefore are used to assist in the interpretation of the
eal data from an area with 320-m water depth above a known gas
rovince offshore Norway. The effect of the airwave is seen
learly in measured data. After field decomposition just below
he seabed, the upgoing component of the recorded electric field
as almost linear phase, indicating that most of the effect of the
irwave component has been removed.
INTRODUCTION

Marine electromagnetic �EM� exploration is a new geophysical
ool for locating offshore hydrocarbon reserves. EM seabed logging
EMSBL�, illustrated in Figure 1, is essentially a marine EM data ac-
uisition technique in which electric- and magnetic-field sensors on
grid or along a line are placed on the seafloor in and around a target
rea, and a powerful mobile horizontal electric dipole source trans-
its a low-frequency EM signal down through the underlying rock

ormations �Eidesmo et al., 2002; Ellingsrud et al., 2002�. The prin-
iple of EMSBL is that it exploits the large resistivity contrast
known to exist from standard borehole logging� between oil or gas
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eservoirs and their surrounding water-filled sediments. In the pres-
nce of hydrocarbons, signals are guided and refracted back as upgo-
ng modes to the seabed, where they are recorded.

Seabed logging �SBL� is a special application of controlled-
ource electromagnetic �CSEM� sounding �see, e.g., Young and
ox, 1981; Chave and Cox, 1982; and Sinha et al., 1990�. CSEM

ounding has been used successfully for a number of years to study
cean basins and active spreading centers. SBL is the first applica-
ion of CSEM for remote and direct detection of hydrocarbons in the

arine environment.
Figure 2 illustrates the principal upgoing and downgoing field

omponents in the EMSBL survey. Even though the illustration
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odel is extremely simplified compared to any real geology above
hich SBLdata are collected, it still conveys the main principles and
ata-processing challenges related to the SBLconcept. The events of
ain interest for hydrocarbon mapping involve only a single reflec-

ion, a single refraction, or a guided event from the reservoir. These
re detected as upgoing events by the sensors. A problem that arises
n EMSBL is that EM energy may travel from the source to the re-
eiver along many paths. The direct field is the signal that is trans-
itted directly from the source to the receiver. The direct field domi-

ates in amplitude strength at short source/receiver separations, but
t is strongly damped at larger offsets because seawater has high con-
uctivity. In shallow water, EMSBL exploration also is complicated
y other source-induced fields received at the receiver array as
ownward-traveling components that have been refracted and re-
ected off the sea surface. The airwave is dominated by the signal
omponent that propagates upward from the source to the sea sur-
ace, horizontally through the air with no attenuation, and back down
hrough the water column to the receiver. Because of the extreme ve-
ocity contrast between water and air, the critical angle for total re-
ection between seawater and air occurs at almost normal incidence.
or angles of incidence greater than the critical angle, total reflection

akes place, and the air volume acts as a perfect mirror for upgoing
nergy. The surface reflection has its geometrical reflection approxi-
ately midway between the source and the receiver. �The source is

owed approximately 10 m above the seabed, while the receiver re-
ains stationary on the seabed.� In terms of signal strength at the re-

eiver, unless the water is deep, the sea-surface boundary is an effi-
ient reflector at small to moderate offsets, and is an efficient refrac-
or at larger offsets. The downward-traveling fields interfere with the
pgoing fields from the subsurface. Reflections and refractions from
he sea surface thus can be a severe problem, particularly in shallow-
ater EM exploration. If the sea surface reflections and refractions

re not properly attenuated, they interfere with and overlap primary
eflections and refractions from the subsurface. Optimal processing,
nalysis, and interpretation of EM data ideally require full informa-
ion about the field, so that the field can be decomposed into its upgo-
ng and downgoing constituents.

As Figure 2 illustrates, just below the seabed, the direct field from
he source and the reflections and refractions from the sea surface al-
ays are downgoing modes; however, the reflections and refractions
f interest from the subsurface are upgoing modes below the seabed.
t therefore is desirable to separate, just below the seabed, the EM
eld measured at the seabed into its upgoing and downgoing compo-
ents. In the special case that the change in medium parameters
cross the seabed is small, so that reflections and refractions at the
eabed are insignificant in amplitude compared to signals from be-
ow, decomposition of the EM field just above the seafloor can be as
ffective as field decomposition just below the seafloor.

An additional benefit of field separation into upgoing and down-
oing components is that magnetotelluric �MT� noise �Vozoff, 1986�
n the downgoing component is attenuated. The upgoing compo-
ent, which is of interest for interpretation, will be affected only by
he reflected MT noise, which is much weaker than the direct MT
eld.
Our main objective is to provide a method for decomposing the

M field recorded along one or several receiver arrays into its upgo-
ng and downgoing components. The technique can be used on ma-
ine EM data recorded on an areal grid, along a profile �line� �under
pecified assumptions�, or at a single station receiver. Because of
ossible differences in transfer functions of the electric- and magnet-
igure 1. Principle of marine EMSBL for hydrocarbon mapping.
he method exploits the large resistivity contrast between oil or gas

eservoirs and their surrounding water-filled sediments. In the
MSBL experiment, sensors on a grid or along a line are placed on

he seafloor in and around a target area, and a powerful source trans-
its a low-frequency EM signal down through the underlying rock

ormations. EM energy is rapidly attenuated in the conductive sub-
urface sediments because of water-filled pores. In high-resistance
ayers, such as hydrocarbon-filled sandstones, and at a critical angle
f incidence, the energy is refracted and guided along the layers, and
s attenuated to a lesser extent. This energy is refracted back to the
eabed, where it is recorded. The detection, processing, and interpre-
igure 2. Simplified model used to illustrate some of the dominating
eld modes �events� in the EMSBL experiment. The EM energy that

s generated by the source is spread in all directions — into the over-
ying water column, directly to the receiver, and downward into the
eabed. Note that all fields traveling downward �D� in the water col-
mn also are downward-traveling fields just below the seabed,
hereas they give rise to an upward �U� reflection just above the sea-
ed. Therefore, it is desirable to perform the up/down field decom-
osition just below the seabed.
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Decomposition of EM fields G213
c-field sensors, each recorded component of the EM field must be
roperly calibrated before the decomposition technique is applied.
his ensures that the calibrated components of the measured EM
eld fulfill Maxwell’s equations as closely as possible.
We first write Maxwell’s equations in the form of a matrix system

f differential equations in the frequency-wavenumber domain. We
ssume that the EM field has been measured along a horizontal re-
eiver plane where the medium is isotropic and homogeneous.
bove and below the receiver plane, the medium can be arbitrarily

nhomogeneous and anisotropic. The dependent field variables are
he horizontal components of the electric and magnetic fields. Then,
n eigenequation analysis allows us to locally decompose the EM
eld into upgoing and downgoing constituents. Finally, the decom-
osition technique is applied to synthetic and real SBL data.

The decomposition technique presented in this paper treats the
MSBL field as a wavefield. In Appendix A, we show to those with

usty skills in EM wave theory that the wave theory point of view
ives a unified description of EM wave propagation in both conduc-
ive and nonconductive media. Some text books that treat EM-wave
ropagation in conductive materials are Morse and Feshbach
1953�, Jackson �1999�, Griffiths �1999�, and Ulaby �2001�.Also see

ait �1970�, Chave and Cox �1982�, Ward and Hohmann �1987�,
nd Løseth et al. �2006�. In treating the EMSBL field as a wavefield
ith a complex wavenumber, we fully account for the diffusion
roperties of the EMSBL field. Therefore, to achieve EM field de-
omposition, we can use all the well-established tools of wave theo-
y that are developed in electrodynamics, and in elastodynamics.
his is no surprise because it is well known that these two disciplines
hare a mathematical unity that is manifested in the vector Helm-
oltz equations that the time-harmonic fields obey. Thus, EM-field
ecomposition can be carried out very analogously to elastodynamic
avefield decomposition. As such, our approach for EM field de-

omposition follows the classic work of Ursin �1983� and Kennett
1983�. The equivalent method for wavefield decomposition of four-
omponent ocean-bottom seismic �4C-OBS� data was first present-
d by Amundsen and Reitan �1995�.

PREVIOUS WORK ON EM-FIELD
DECOMPOSITION INTO UPGOING AND

DOWNGOING COMPONENTS

This section briefly reviews previous approaches for EM-field de-
omposition into upgoing and downgoing components.

In his review paper on 3D elastic- and electromagnetic-wave
ropagation in layered media, Ursin �1983� gave a unified treatment
f elastic and electromagnetic wavefield decomposition in 1D me-
ia. Ursin �1983� scaled the amplitudes of the upgoing and downgo-
ng waves with respect to the vertical energy flux. This yields sym-

etry properties that may be used in the analysis of reflection and
ransmission responses of a layered medium.

In developing an approach to construct a pseudoimpulse response
or MT data, Levy et al. �1988� showed for 1D EM plane-wave prop-
gation how the electric and magnetic components of the transverse-
agnetic �TM� mode data could be converted to upgoing and down-

oing waves. Zhdanov et al. �1996� presented a method for resistivi-
y imaging based on frequency-domain migration of EM data obey-
ng the diffusion equation. They suggest that, before the migration is
arried out, the measurements of the electric and magnetic fields at
he earth’s surface be separated into upgoing and downgoing fields,
imilar to what can be done before seismic migration when the com-
lete wavefield is recorded. Zhdanov et al. �1996�, who followed the
erdichevsky and Zhdanov �1984� approach of dividing the EM
eld into external and internal parts, gave their technique for field
eparation for a limited number of cases: transverse-electric �TE�
olarization for 2D and 1D propagation of the E2 component, and
M polarization for 1D propagation of the H2 component.
EM-field decomposition also applies in principle to multicompo-

ent ground-penetrating radar �GPR� data �see, e.g., van der Kruk,
001�.

In this paper, we extend the EM-field separation work of Ursin
1983�, Levy et al. �1988�, and Zhdanov et al. �1996� in the following
ay:

The decomposition of the field obeying the 3D Maxwell’s equa-
tions is treated in a unified manner for both conductive and non-
conductive 3D media that can vary arbitrarily below the plane of
measurement. The theory is valid for any type of conductive me-
dium: good conductors, quasiconductors, and low-loss dielec-
trics.
Contrary to Ursin �1983� we scale the amplitudes of the upgoing
and downgoing components with respect to the field’s amplitude.
We list 2D and 1D field propagation as special cases.

MAXWELL’S EQUATIONS

We assume that the EM field has been measured along the hori-
ontal receiver plane, where the material parameters of magnetic
ermeability �, the electric permittivity �, and the electric conduc-
ivity � do not vary laterally and are time-invariant. Nonconductive

edia have extremely low values of �, and are idealized as � = 0.
hus, in the present work, nonconductive media can be seen as a spe-
ial case of conductive media. Above and below the receivers, the
edium can be arbitrarily inhomogeneous and anisotropic.
Let x = �x1,x2,x3� = �x,y,z� denote a fixed coordinate system

ith the depth axis positive downward. Maxwell’s equations for the
lectric and magnetic fields for an isotropic and source-free region
an be given in the forms �Morse and Feshbach, 1953�

� � Ê�x,t� = − ��tĤ�x,t� �1�

nd

� � Ĥ�x,t� = �� + ��t�Ê�x,t� , �2�

here Ê = �Ê1,Ê2,Ê3�T is the electric field, Ĥ = �Ĥ1,Ĥ2,Ĥ3�T is the
agnetic field, and the superscript T denotes transpose. We intro-

uce the Fourier transform with respect to time and horizontal spa-
ial coordinates,

�k1,k2,�� = �
−�

� �
−�

� �
−�

�

dx1dx2dt

� exp�− i�k1x1 + k2x2 − �t��Ĝ�x1,x2,t� , �3�

ith its inverse,

ˆ �x1,x2,t� =
1

�2��3�
−�

� �
−�

� �
−�

�

dk1dk2d�

� exp�i�k1x1 + k2x2 − �t��G�k1,k2,�� , �4�

here k and k are the horizontal wavenumbers conjugate to x and
1 2 1
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2, respectively, and where � is the circular frequency. Applying the
ourier transform to Maxwell’s equations 1 and 2, and algebraically
liminating E3 and H3 yield the ordinary matrix-vector differential
quation �Ursin, 1983�,

�3b = i�Ab , �5�

here the electric-magnetic-field vector b is a 4 � 1 column vector,

b = �ET,HT�T, �6�

nd the electric E = �E1,E2�T and magnetic H = �−H2,H1�T field
ectors are 2 � 1 column vectors. The 4 � 4 system matrix A is
artitioned into four 2 � 2 submatrices, of which the diagonal ones
re zero:

A = � 0 A1

A2 0
� . �7�

he symmetric submatrices A1 and A2,

A1 = − �̃ −1� q1
2 − p1p2

− p1p2 q2
2 � ,

A2 = − �−1� q2
2 p1p2

p1p2 q1
2 � , �8�

re functions of the parameters in Maxwell’s equations and of the
orizontal slowness components,

pi =
ki

�
, i = 1,2. �9�

he vertical slowness is given by

q = �c̃ −2 − p2, �10�

here p2 = p1
2 + p2

2 and where

c̃ = −
1

����̃�
�11�

s the complex velocity defined through the complex permittivity,

�̃ = �	1 +
i�

��

 . �12�

wo special cases of vertical slowness are

qi = �c̃ −2 − pi
2, i = 1,2. �13�

or notational convenience, the explicit dependence of different
uantities on frequency, wavenumber, depth, etc., is omitted. For in-
tance, the electric-field vector Ê�x1,x2,x3,t�, recorded at depth x3, is
n the wavenumber domain denoted by E, with the understanding
hat E = E�k1,k2,x3,��.

In equation 12, we combine conduction currents and displace-
ent currents in the complex permittivity �̃. This allows us to give a

nified treatment of EM-field decomposition in both conductive ��
0� and nonconductive �� = 0� media. The characteristic frequen-

y at which the conduction current equals the displacement current is
0 = �/�. For conductive media, the ratio �0/� plays an important

ole in determining how lossy the medium is in terms of the field’s at-
enuation with propagation distance. The field-decomposition theo-
y presented below is valid for any type of lossy medium. It applies
o multicomponent GPR data, as well as to SBL measurements.

For SBL data, which is the case of main interest in this paper, con-
uctivity �or its reciprocal, resistivity� of seawater depends on salini-
y and temperature, and it typically is in the range � � 1–5 S/m. Sa-
inity varies from sea to sea, but in most major oceans it is 3.5% by
eight. At 0°C, the resistivity is approximately 0.34 �m, and the

onductivity is 2.94 S/m. With an electric permittivity of 80 �0,
here �0 = 8.854 � 10−12 F/m is the permittivity of free space, the

atio is �0/� � 6.61 � 108/f , where f is the frequency of the field.
robing the earth with low-frequency signals, typically of a few

enths to a few tens of hertz, shows that seawater is a good conductor.
o a good approximation,

�̃ =
i�

�
�14�

s independent of the electric permittivity. For field decomposition
n the seabed, we set the magnetic permeability � to that of free
pace �� = �0 = 4� � 10−7 H/m�, which is representative of the
ater layer and a nonmagnetic seabed. The complex velocity then is

c̃ = � �

i�0�
. �15�

he frequency dependence of the velocity leads to strong dispersion
nd attenuation. The phase velocity is given by cph = �/Re�k�,
here the wavenumber k representative for the EMSBL experiment

s given in equation A-17. Using that Re�k� = ����/2 gives

cph = � 2�

�0�
. �16�

or the above conductivity value of seawater at a frequency of
.25 Hz, the phase velocity in seawater is cph � 922 m/s. The skin
epth �, where the EM field will be reduced in amplitude by a factor
f 1/e, is

� = � 2

��0�
. �17�

t the frequency of 0.25 Hz, the skin depth in the seawater example
s � � 586 m.

DECOMPOSITION INTO UPGOING
AND DOWNGOING FIELDS

For an electric dipole source in a 3D homogeneous medium, it in-
uitively follows that four independent field solutions must exist:
wo above the source, propagating upward as electric and magnetic
omponents, and two below the source, propagating downward as
lectric and magnetic components. The nature of the source deter-
ines their amplitudes. Generally, the electric and magnetic fields

onsist of components traveling both upward U and downward D,
nd we therefore can write

E = E�U� + E�D� �18�

nd
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H = H�U� + H�D�. �19�

o derive the relationship between the electric and magnetic fields
nd their upgoing and downgoing constituents, it is useful to find the
igensolutions of the system matrix A, i.e., the solutions of the equa-
ion

AlN = 	NlN, N = 1,2,3,4, �20�

here 	N is the eigenvalue and lN is the eigenvector that corresponds
o 	N. The four eigenvalues

	1 = 	2 = − 	3 = − 	4 = − q = − �c̃ −2 − p2 �21�

an be grouped into the 4 � 4 diagonal matrix

� = diag�	1,	2,	3,	4� = − q diag�1,1, −1, −1� .

�22�

ikewise, we form a 4 � 4 matrix with the eigenvectors as columns:

L = �l1,l2,l3,l4� . �23�

he eigensolution given in equation 20 then can be written

AL = L�. �24�

n a homogeneous region of space, the system matrix A is constant,
nd so the eigenvector matrix L is independent of x3. The first-order
ifferential equation 5 for the electric-magnetic-field vector b then
an be transformed into the first-order differential equation,

�3�L−1b� = i���L−1b� . �25�

y introducing the 4 � 1 column vector,

w = L−1b , �26�

quation 25 yields one-way, decoupled differential equations for
ach of the elements of w, which is seen to represent differential
quations for two upward-propagating fields and two downward-
ropagating fields. Thus, the entries of w are upgoing and downgo-
ng fields. The normalization of the eigenvectors remains a degree of
reedom. By a special eigenvector normalization, one can obtain

w = L−1b = �E�U�T,E�D�T�T. �27�

he effect of L−1 is to decompose the EM-field vector into upgoing
nd downgoing components. Therefore, L−1 is called the decompo-
ition matrix. Note that the decomposition simply is a linear transfor-
ation of the physical variables and therefore is a stable process.
he inverse relation of equation 26 is

b = Lw . �28�

he effect of L is to compose the electric-magnetic field vector from
he upgoing and downgoing components; L is called the composi-
ion matrix.

In wave-equation theory, 	N represents the phase slowness and lN

epresents the polarization vector �see, e.g., Ikelle and Amundsen,
005�. The polarization vector lN consists of two two-component
ectors, one that corresponds to the horizontal components of the
lectric field �E1,E2�T and another that corresponds to the horizontal
omponents of the magnetic field �−H2,H1�T. The subscript N indi-
ates the wavetype: N = 1 corresponds to an upgoing wave in the x1-
irection, N = 2 corresponds to an upgoing wave in the x -direction,
2
= 3 corresponds to a downgoing wave in the x1-direction, and N
4 corresponds to a downgoing wave in the x2-direction.

UPGOING AND DOWNGOING
CONSTITUENTS OF E1 AND E2

Our task is to analytically describe the matrix L and its inverse. To
his end, we need to determine the eigenvectors lN from equation 20.
s stated above, we are free to scale the eigenvectors so that the up-
oing and downgoing wave variables represent the electric �or mag-
etic� field. Ursin �1983� scaled them with respect to the vertical en-
rgy flux. This yields symmetry properties that may be used in the
nalysis of reflection and transmission responses of a layered medi-
m. Here, we scale with respect to the amplitude of the electric field.

Solving equation 20, and scaling the eigenvectors so that w repre-
ents the electric field, we find the composition matrix,

L = � I I

L − L� , �29�

ith its inverse, the decomposition matrix,

L−1 =
1

2
�I L−1

I − L−1� , �30�

here I is the 2 � 2 identity matrix and where

L =
1

�q
	 q2

2 p1p2

p1p2 q1
2 
, L−1 =

1

�̃q
	 q1

2 − p1p2

− p1p2 q2
2 
 .

�31�

rom equation 27, we compute the upgoing and downgoing electric
elds,

E�U� =
1

2
�E + L−1H� �32�

nd

E�D� =
1

2
�E − L−1H� = E − E�U�, �33�

espectively. Observe that equation 18 is fulfilled. In component
orm, the upgoing constituents of E1 and E2 are

E1
�U� =

1

2
�E1 −

1

�̃q
�p1p2H1 + q1

2H2�� �34�

nd

E2
�U� =

1

2
�E2 +

1

�̃q
�p1p2H2 + q2

2H1�� , �35�

espectively. The scalars in front of the electric- and magnetic-field
omponents are called decomposition scalars. The upgoing constitu-
nts of E1 and E2 will not contain any downgoing reflections and re-
ractions caused by the sea surface, nor will they receive the direct
eld from the source because the receivers are below the source. Af-

er decomposing the measured EM field into upgoing and downgo-
ng constituents, the sea-surface reflections and refractions and the
irect-source field will belong only to the downgoing part of the
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G216 Amundsen et al.
elds, Ei
�D� = Ei − Ei

�U�, i = 1,2. Most MT noise that is present dur-
ng the survey also will be in the downgoing component. Only the

uch weaker reflected MT field will remain in the upgoing field. The
pgoing and downgoing fields may be inverse Fourier transformed
o the space and time domains by using equation 4.

Equations 34 and 35 are the most general formulas for EM-field
ecomposition of the electric-field components into upgoing fields.
he schemes require that the receiver stations be distributed over an
rea so that the EM field can be Fourier transformed to the frequen-
y-wavenumber domain. These decomposition schemes, equations
4 and 35, are valid for a 3D inhomogeneous earth.

pecial case: p2 = 0

When the EMSBL experiment is run along a single profile, data
re available only along a line. The electric-field components E1 and
2 then can be properly decomposed into upgoing and downgoing
omponents under the 2.5D-earth assumption of no variations in the
arameters of the earth in the cross-profile direction. Without loss of
enerality, we orient the coordinate system so that the EM field prop-
gates in the x1,x3-plane, such that p2 = 0. Then, q2 = c̃−1, and q
q1 inserted into equation 34 gives

E1
�U� =

1

2
	E1 −

q1

�̃
H2
 . �36�

quation 36 shows that computing the upgoing constituent of the E1

eld component requires combining the E1 recording with a scaled
2 magnetic-field component. Similarly, the upgoing component of

he E2 field is

E2
�U� =

1

2
	E2 +

�

q1
H1
 . �37�

quations 36 and 37 are valid only under the 2.5D-earth assumption;
owever, for single-profile data over a 3D earth, equations 36 and 37
till can be used as an approximate method to attenuate downgoing
nergy on the electric E1 and E2 components.

Note, however, that transforming line-profile data to the slowness
r wavenumber domain requires a Hankel transform. Such a plane-
ave decomposition is valid for a horizontally layered earth re-

ponse.
For the 2D diffusion equation, the equivalent of equation 37 was

erived by Zhdanov et al. �1996, equation A-3�.

pecial case: p1 = p2 = 0

The special case of vertically traveling EM plane waves with p1

p2 = 0, such that q1 = q2 = q = c̃−1, by substitution into equations
4 and 35 yields

E1
�U� =

1

2
	E1 −

1

c̃�̃
H2
 �38�

nd

E2
�U� =

1

2
	E2 +

1

c̃�̃
H1
 . �39�

n this case, the decomposition scalar to be applied to the magnetic
omponents simply is proportional to the local EM impedance
c̃�̃�−1. For EMSBL data, one uses � c̃�̃�−1 = ���0/� exp�−i�/4�.
ven though equations 38 and 39 are valid only for vertically travel-

ng plane waves, they also can be useful approximations for wave-
eld decomposition for nonvertically traveling plane waves. Note

hat the components E1
�U� and E2

�U� will not contain any vertically
ownward-traveling noise. Therefore, equations 38 and 39 represent
ttractive and very simple processing schemes for noise reduction,
articularly for the attenuation of the source-induced airwave and
T noise. Because the decomposition scalar applied to the magnetic

omponents does not depend on slowness, equation 38 can be imple-
ented directly in the space domain.
Equations 38 and 39 show that the decomposition simply is a lin-

ar combination of the electric and scaled magnetic fields and thus is
fully stable process.
For the 1D diffusion equation, the equivalent of equation 38 was

iven by Levy et al. �1988, equation 5�, and the equivalent of equa-
ion 39 was given by Zhdanov et al. �1996, equation A-6�.

UPGOING AND DOWNGOING
CONSTITUENTS OF H1 AND H2

To find the upgoing and downgoing constituents of H1 and H2, one
an scale the polarization vectors in equation 20 so that w represents
he magnetic field according to equation 19. There also is a simpler
rocedure. For a purely upgoing field, equation 28 gives the relation-
hip between the magnetic and electric fields:

H�U� = LE�U�. �40�

ikewise, for a purely downgoing field, the relation is

H�D� = − LE�D�. �41�

ombining equations 40 and 41 with equations 32 and 33 yields

H�U� =
1

2
�H + LE� �42�

nd

H�D� =
1

2
�H − LE� = H − H�U�. �43�

n component form, we find that the upgoing constituents of H1 and
2 become

H1
�U� =

1

2
�H1 +

1

�q
�p1p2E1 + q1

2E2�� �44�

nd

H2
�U� =

1

2
�H2 −

1

�q
�p1p2E2 + q2

2E1�� , �45�

espectively. The components H1
�U� and H2

�U� will not contain down-
oing signals related to the source, to the sea surface, or to incoming
T noise. The upgoing and downgoing fields may be inverse Fouri-

r transformed to the space and time domains by using equation 4.
As for the case with the electric-field components, equations 44

nd 45 are the general formulas for the upgoing magnetic-field com-
onents. The schemes require that the receiver stations be distribut-
d over an area on the seabed so that the EM field can be Fourier
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Decomposition of EM fields G217
ransformed to the frequency-wavenumber domain. These decom-
osition schemes, equations 44 and 45, are valid for a 3D inhomoge-
eous earth.

pecial case: p2 = 0

When the EMSBL experiment is run along a single profile, data
re available only along a line. Under the 2.5D assumption stated
bove for the electric field for the special case p2 = 0, the upgoing
onstituents of the magnetic field become

H1
�U� =

1

2
	H1 +

q1

�
E2
 =

q1

�
E2

�U� �46�

nd

H2
�U� =

1

2
	H2 −

�̃

q1
E1
 = −

�̃

q1
E1

�U�. �47�

pecial case: p1 = p2 = 0

In the special case of vertically traveling EM plane waves with p1

p2 = 0, equations 44 and 45 give

H1
�U� =

1

2
�H1 + c̃�̃E2� = c̃�̃E2

�U� �48�

nd

H2
�U� =

1

2
�H2 − c̃�̃E1� = − c̃�̃E1

�U�. �49�

he decomposition scalar is proportional to the reciprocal of the lo-
al electromagnetic impedance. The comments given for the decom-
osition of the electric field for p1 = p2 = 0 also are valid for these
ecompositions, equations 48 and 49.

For the 1D diffusion equation, the equivalent of equation 49 has
een given by Zhdanov et al. �1996, equation A-9�.

UPGOING AND DOWNGOING
CONSTITUENTS OF E3 AND H3

The upgoing and downgoing constituents of E3

nd H3 are straightforwardly determined by using
axwell’s equations:

E3
�U� = �̃ −1�p2H1

�U� − p1H2
�U�� , �50�

E3
�D� = E3 − E3

�U�, �51�

H3
�U� = �−1�p1E2

�U� − p2E1
�U�� , �52�

nd

H3
�D� = H3 − H3

�U�. �53�

ntroducing equations 34, 35, 44, and 45 for the
pgoing horizontal components, one finds �see
østen andAmundsen, 2004�

Figure 3. Trol
SBL survey w
E3
�U� =

1

2
�E3 +

1

q
�p1E1 + p2E2�� �54�

nd

H3
�U� =

1

2
�H3 +

1

q
�p1H1 + p2H2�� . �55�

DATA EXAMPLES

The multidimensional field-decomposition theory presented in
his paper has been developed for both conductive and nonconduc-
ive media. However, here we consider specifically the field decom-
osition of SBL data. First, we illustrate and verify the performance
f the decomposition technique by using 3D synthetic data: For one
ource location, we use a frequency-wavenumber-domain algorithm
or 3D field propagation over a horizontally layered medium
Løseth, 2000� to model data into receivers distributed over an area
f the seafloor. Second, we demonstrate the current practice of 1D
eld �p1 = p2 = 0� decomposition just below the seabed to SBL
lectric and magnetic data recorded in shallow water �320 m� over
he giant Troll gas field offshore Norway. The key decomposition
ormula then is equation 38, with � c̃�̃�−1 = ���0/�i��. The decom-
osition is applied to common receiver gathers, where data are ac-
uired as time series and then are processed by a windowed Fourier-
eries analysis. To calculate the decomposition scalar, the local elec-
ric conductivity � of the seabed must be known or estimated.

The reservoir interval of the Troll field is Jurassic sandstones with
gas column up to 160 m. Reservoir overburden in the SBL survey
rea is 1100–1200 m. Gas-filled reservoir intervals have resistivities
f approximately 70 �m, whereas water-bearing sands and over-
urden sediments generally show resistivities in the 0.5–2 �m
ange �Amundsen et al., 2004�. Detailed descriptions of the geology
f the Troll field are published by Osborne and Evans �1987�, as well
s by others. Figure 3 shows a representative geological cross-sec-
ion of the area where the SBL survey was run. Observe the simple
verburden of gently dipping layers.

Before we move on to the synthetic-data example, we reiterate
hat even though the model used to generate synthetic data is hori-
ontally layered, the field-decomposition theory is valid for SBL re-
ordings from any complex subsurface. The major assumption is
hat the data were measured on a plane where the electric conductivi-

geological cross section that is representative of the area where the
ucted. Observe that the overburden is very simple.
l field
as cond
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G218 Amundsen et al.
y is constant with respect to space. Above and below the plane of
easurement, the medium can be arbitrarily inhomogeneous and an-

sotropic.

ynthetic data

For the simulation of synthetic data, we constructed a layered
odel on the basis of SBL inversion �see Mittet et al., 2004� that is

epresentative of the area where the real SBL survey was run along a
D line. The model’s water depth is 320 m. Below the seabed, the
ater-bearing sands and overburden of approximately 1150 m are
iven resistivities in the 0.5–2 �m range. For the reservoir zone, we
se two different models. In the first model, no gas is present. The
ater-filled reservoir zone has resistivities similar to those of the
verburden. In the second model, the reservoir zone is assumed to be
lled with gas, with resistivities in the reservoir of approximately
0 �m.

The dipole source has a sine-wave signal of 0.25 Hz. In the fol-
owing, even though data have been modeled into a grid of seabed
ensors, for display purposes we show only data for one station re-

igure 4. Field separation just above the seabed of the synthetic elec-
ric field, without �negative offsets� and with �positive offsets� the
resence of a hydrocarbon-filled reservoir. �a� MVO spectra and �b�
VO spectra are shown for the full electric field �black line�, its mod-
led upgoing component �green line, beneath the black line�, its nu-
erically decomposed upgoing component that was computed us-

ng equation 34 �black line�, and the special case p1 = p2 = 0 upgo-
ng component that was computed using equation 38 �red line�. For
ll offsets, the green line is directly beneath the black line and there-
ore cannot be seen. In this model, for offsets larger than ±3 km, the
ecomposition results according to equations 34 and 38 are almost
qual, which is indicated by the coinciding red and black curves.
The red line is on top of black line.�
eiver, as magnitude variation with offset �MVO� and phase varia-
ion with offset �PVO� spectra sections at the transmitted frequency
or one sail line passing above the receiver. The offset range is from
10 km to +10 km. In the presentation of MVO and PVO curves,

o better distinguish between the effects of gas absent and gas
resent in the data, we let the negative offsets correspond to the mod-
l with the high-resistivity layer absent �no gas�, and we let the posi-
ive offsets correspond to the model with the high-resistivity layer
resent �gas�.

Løseth’s �2000� 3D wavenumber-domain-modeling algorithm al-
ows the computation in the space domain of the EM-field compo-
ents �E1,E2,H1,H2� on the seabed. The algorithm first computes in
he wavenumber domain the reflection responses for TM and TE

odes. Next, the modes are Bessel transformed to the space domain
y adaptive numerical evaluation of integrals with upper infinite in-
egration limits. Then, the space domain results are synthesized to
he proper physical fields. Figure 4 displays in black lines the MVO
nd PVO spectra for the modeled electric-field component E1. �The
ther field components are not shown.� The task now is to decom-
ose E1 into upgoing and downgoing constituents, according to the
ecomposition algorithm, equation 34. After the modeled data are
ourier transformed to the wavenumber domain using equation 3,

he transformed data are weighted by the appropriate decomposition
calars before being summed according to equation 34. An inverse-
ourier transform �equation 4� of the decomposed wavenumber-do-
ain responses then yields the decomposed space-domain data. The

lue lines in Figure 4 present the MVO and PVO spectra for the nu-
erically decomposed upgoing component E1

�U�. The computation is
umerically stable because the decomposition amounts to comput-
ng specific linear combinations of the EM fields.

The modeling algorithm described in Løseth �2000� allows the
imulation, just above the seabed, of the upgoing and downgoing
omponents of the EM field. The modeling algorithm therefore is
sed to verify that all constituents output from the decomposition al-
orithm are correct. Figure 4 displays the modeled upgoing E1

�U�

omponent �green line�. Except around zero offset in the MVO plot,
he green line cannot be seen because it is beneath the blue line, thus
erifying the correctness and stability of the decomposition method.
lthough both algorithms involve computations in the wavenumber
omain, the numerical integral transforms involved in the decompo-
ition algorithm and in the modeling algorithm differ. Whereas the
odeling algorithm uses Bessel transforms to synthesize data in the

pace domain, the decomposition algorithm uses Fourier transforms
o decompose the data into plane waves. Therefore, the Fourier
ransform of modeled spatial data to the wavenumber domain will
ot give exactly those wavenumber data that were numerically mod-
led.

The 1D special case p1 = p2 = 0 upgoing E1
�U� component can eas-

ly be computed in the space domain from E1 and H2 using equation
8. Evaluated just above the seabed, for comparison with the above
ecomposed field result that is shown by the blue lines, the 1D de-
omposed MVO and PVO spectra are displayed as red lines in Fig-
re 4. In this model, studying the PVO spectrum, we observe that for
ffsets larger than approximately ±3 km, the decomposition results
rom equations 34 and 38 are almost equal.

Recall that the SBL method is devised to detect and characterize
ydrocarbon-bearing layers by using EM energy that is recorded at
arge offsets. When the EM signal encounters a high-resistivity layer
mbedded in a much-less-resistive background, EM energy is partly
uided along the layer that has lower attenuation than the signal trav-
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Decomposition of EM fields G219
ling outside the high-resistivity layer. Because of the high velocity
ontrast between the background and the high-resistivity layer, the
bserved seabed EM signal at large offsets can be considered to be
ust above the seabed and to consist of rays that are traveling close to
he vertical axis, typically at less than 10°–15°. The airwave, on the
ther hand, has an angle of incidence almost at 0°. Therefore, one
hould expect that the 1D decomposition schemes �equations 38, 39,
8, and 49� at large offsets that are evaluated above the seabed are
ood approximations to full field decomposition of the two most sig-
ificant modes in shallow-water hydrocarbon-layer detection. The
ynthetic-data example illustrates this aspect by comparing the re-
ults from exact and approximate 1D field decomposition at large
ffsets.

Note that, for larger offsets, the amplitudes are greater above the
igh-resistivity gas reservoir �positive offsets� than they are outside
he gas reservoir �negative offsets�. Because the models are other-
ise equal, this response is attributable solely to the gas-filled reser-
oir, and thus is a direct hydrocarbon identifier. �See the later discus-
ion of Figure 6 for a more visual description of this response of hy-
rocarbons.�

The PVO curvature change at approximately −6 km offset in Fig-
re 4b can be explained as a rollover in the signal from events that
ave dominantly low phase velocities at short offsets to the airwave
vent with high phase velocity at large offsets. In general, the record-
d field at any offset in marine-EM surveying is a sum of many
vents, including reflections or refractions from the subsurface. Oc-
asionally there are contributions from high-resistivity layers. Also,
here is a significant airwave contribution for shallow water. The
hase of the recorded data depends on the complex amplitude of the
um of these events. It therefore is a full-scale inverse problem to re-
ate the measured phase to the medium properties. If, however, one
vent is much stronger than the other events, then the phase also is
ominated by this strong event. Furthermore, the phase is approxi-
ately proportional to the circular frequency divided by the phase

elocity times the offset. Thus, the phase gradient with respect to off-
et is proportional to the circular frequency divided by the phase ve-
ocity.

In Figure 4b, at short offsets, the modeled field is dominated by the
irect wave and the shallow refractions. These events have a low
hase velocity, which leads to a relatively steep PVO gradient with
ffset. The airwave, on the other hand, has a large phase velocity,
hich leads to a small gradient in phase with respect to offset.At off-

ets greater than approximately −8 km in Figure 4b, the airwave
ominates; hence, there is a small phase gradient. In the offset inter-
al from approximately −5 km to −8 km, the relative importance
f the airwave increases; thus, the airwave starts to dominate the
hallower refraction events of the signal. In this particular offset in-
erval, the phase curve shows rollover from dominant events with
ow phase velocities to the airwave event with large phase velocity.
he rollover effect also is present in the decomposed upgoing com-
onents. Recall that in this particular data example, the decomposi-
ion is performed just above the seabed, where the airwave has an up-
ard-reflected mode caused by the contrast in conductivity across

he seabed.
On real data, because today’s data acquisition geometries are opti-
ized toward cost-effective exploration rather than toward data-

rocessing theory, the current practice of field decomposition is
ased on the special case p1 = p2 � 0 decomposition evaluated just
elow the seabed using equation 38. Figure 2 shows why field de-
omposition in shallow water is preferred below rather than above
he seabed: Below the seabed, the source-induced airwave compo-
ent, always traveling with p1 = p2 = 0, is downgoing. Figure 5 dis-
lays �dashed red line� the MVO and PVO spectra of E1

�U� that were
omputed just below the seabed using equation 38. For reference,
he corresponding component that was computed just above the sea-
ed is shown by the red line �identical to the one in Figure 4�. The full
odeled field once more is plotted in black line. In the MVO section,

or positive offsets and for negative offsets up to −6 km, the dashed
ed line is hidden beneath the black line. The effect of the elimination
f the source-induced airwave component can be seen in the MVO
pectrum for offsets greater than −6 km, but it is most striking in the
VO display. A PVO comparison of black and dashed red lines at

arge negative offsets, where the effect of the high-resistivity reser-
oir is absent, shows that the electric field is dominated by the ex-
remely high-speed source-induced airwave component. After the
irwave component is eliminated by the up/down decomposition,
he phase spectrum �dashed red line� shows an almost linear phase,
hich is characteristic of low-speed events from the subsurface. At

arge positive offsets, where the high-resistivity reservoir is present,
he electric field �black line� will be dominated by two high-speed
omponents: the source-induced airwave and the hydrocarbon-lay-

igure 5. Field separation just below the seabed of the synthetic elec-
ric field, without �negative offsets� and with �positive offsets� the
resence of a hydrocarbon-filled reservoir. �a� MVO spectra and �b�
VO spectra are shown for the full electric field �black line� and for

he special case p1 = p2 = 0 upgoing component that was computed
sing equation 38 �dashed red line�. For comparison, the red line,
dentical to the one in Figure 4, shows the special case p1 = p2 = 0
pgoing component just above the seabed. In the MVO plot, for pos-
tive offsets and for negative offsets of up to −6 km, the dashed red
ine accidentally is hidden beneath the black line.
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G220 Amundsen et al.
r-guided event constantly leaking energy to the seabed receivers.
he elimination of the airwave component, again achieved by the
p/down decomposition, equation 38, shows through the linear
haracteristic of the phase spectrum �in dashed red line� for large off-
ets that the upgoing field below the seabed is dominated by one
igh-speed component: the refraction event from the reservoir. The
hase-spectra plots indicate that the airwave component starts to in-
uence the electric field at offsets greater than ±3 km.
SBL data can be analyzed further by comparing the measured re-

ponse from the hydrocarbon �gas� reservoir to a reference response
rom the nonreservoir area. One common analysis technique is to
ormalize the offset amplitude measured in the common-receiver
ather above the potential reservoir with respect to the same offset
mplitude recorded in a common-receiver gather outside the reser-
oir. For the synthetic data displayed in Figure 5, the normalized
VO response shown in Figure 6 begins to deviate from unity at off-

ets larger than 3 km. The black line gives the normalized MVO re-
ponse for the full electric field, and the dashed-red and solid-red
ines show the corresponding normalized responses for the p1 = p2

0 upgoing components below and above the seabed, respectively.
ny significant deviation from unity of the MVO response allows

he identification of the high-resistivity hydrocarbon �gas� reservoir.
he deviation is markedly greater with field decomposition than it

s without field decomposition, illustrating the potential of the sim-
le decomposition scheme, equation 38, for improving SBL-data
uality.

eal data

In this subsection, we demonstrate the current practice of 1D field
ecomposition just below the seabed to a common-receiver SBL
ather recorded above the Troll gas province offshore Norway in an
rea with relatively flat layers, as shown in Figure 3. The water depth
s approximately 320 m. Because the two models used in the above
ubsection to some extent are representative for this area, the syn-
hetic-data results and their interpretation will support the interpreta-
ion of the real-data results that soon will be presented.

The SBL survey is performed by dropping electric and magnetic

igure 6. Normalized MVO response for the synthetic data shown in
igure 5: the full electric field �black line�, and the special case p1

p2 = 0 upgoing component that was evaluated below �dashed red
ine� and above �red line� the seabed.
ensors on the seabed along a predetermined sail line, and then tow-
ng a horizontal electric dipole along the line. The dipole source
ransmits a continuous square pulse at a fundamental frequency of
.25 Hz. In the survey, the EM fields are recorded as time series
hile the source vessel is passing over the stationary recording units.
ecause of the limited dynamic range in the recording system for

his particular experiment, the data for small source-receiver dis-
ance are clipped.

Below, we consider the measurements of E1 and H2 at one station
eceiver that is deployed on the seafloor above the edge of the gas
rovince that has high resistivity inside the gas-filled layer, but low
esistivity outside. For positive offsets, the dipole transmitter in the
ut-towing direction traverses the gas province so that a strong guid-
d and refracted response from the reservoir can be expected at large
ffsets. For negative offsets, the dipole transmitter traverses in the
n-towing direction outside the gas province, so that no strong re-
ponse from the subsurface is expected. In both cases, the effect of
he airwave component will be observable at moderate to large off-
ets.

Similarly to the synthetic-data displays, Figure 7 shows in black
ines the MVO and PVO spectra for the SBL electric-field compo-
ent E1. Except for small offsets, where the SBL data have suffered

igure 7. Field separation just below the seabed of the SBL electric
eld, without �negative offsets� and with �positive offsets� the pres-
nce of a hydrocarbon-filled �gas� reservoir. �a� MVO spectra and
b� PVO spectra are shown for the full electric field �black line� and
or the special case p1 = p2 = 0 upgoing component that was com-
uted using equation 38 �dashed red line�. Except for small offsets,
here the SBL data suffered amplitude clipping, the offset behavior
f the magnitude and phase spectra agree qualitatively with the cor-
esponding spectra in Figure 5.
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Decomposition of EM fields G221
mplitude clipping, the offset behavior of the MVO and PVO spectra
easonably agree qualitatively with the corresponding synthetic
pectra in Figure 5. Observe that for larger offsets, the amplitudes are
reater for positive offsets above the high-resistivity gas reservoir
han for negative offsets outside the gas reservoir. This difference,
hich is a direct hydrocarbon identifier, is more pronounced in Fig-
re 8, which we will discuss shortly.

We now apply the 1D decomposition formula, equation 38, just
elow the seabed to the SBL data. The result is shown in dashed red
ines in Figure 7. Compared to the recorded field, the computed up-
oing component at large negative offsets has a decaying behavior,
ndicating that the airwave component has been successfully re-

oved. When the airwave component is present and dominates the
ata, which is the case in shallow water for large offsets outside any
igh-resistivity layers, the MVO curve is expected to flatten because
f the geometrical behavior of the airwave component. In this geo-
ogical area, for the large positive offsets, on the other hand, the guid-
d wave component from the gas reservoir contributes significantly
o the full field, and thus it dominates the effect of the airwave com-
onent. Figure 5 shows that the same behavior of MVO curves is ob-
erved in the synthetics.

As did the synthetic-PVO spectra shown in Figure 5, the real-data
VO spectra in Figure 7 further strengthen this interpretation. At

arge negative offsets, where the gas reservoir is absent, the electric
eld is dominated by the high-speed source-induced airwave com-
onent. After elimination of the airwave, the phase spectrum shows
n almost linear phase, which is characteristic of low-speed events
elated to the subsurface.At large positive offsets, where the gas res-
rvoir is present, the electric field is expected to be dominated by two
igh-speed components: the source-induced airwave and the hydro-
arbon-layer guided event. The elimination of the airwave compo-
ent is evident in the phase spectrum’s linear characteristics. For
arge positive offsets, the upgoing electric-field component below
he seabed is dominated by one high-speed component: the event
rom the gas reservoir.

Finally, Figure 8 shows the normalized MVO curves related to the
easured E1 component �black line� and its upgoing E1

�U� component
hat was evaluated just below the seabed �dashed red line�. For large
ffsets, the deviation from unity is significant for both curves. Even
ithout applying any field decomposition, we observe that at offsets
f 7–8 km, the magnitude spectrum above the gas reservoir is as
uch as three times higher than it is outside the gas reservoir. How-

ver, the gas-presence effect is especially prominent in the normal-
zed MVO curve of the upgoing component. Whereas the normal-
zed MVO curve of the E1 field shows decreasing amplitudes with
ffsets greater than 7 km, the normalized amplitude that corre-
ponds to the E1

�U� component still increases strongly with offset.
his effect is attributed to the attenuation of the airwave component.
his result shows the importance of using field decomposition to at-

enuate downgoing modes before undertaking further data process-
ng and interpretation of SBL data.

FUTURE WORK

This paper presents a theory for decomposition of EM fields into
heir upgoing and downgoing components. One synthetic- and one
eal-data example are presented to illustrate the potential of the de-
omposition algorithm. However, because SBL data acquisition and
elated data processing still are in their infancy, more investigation is
eeded to evaluate the full impact of field decomposition for data in-
erpretation. Ongoing and planned future work is related to �1� im-
lementation and evaluation of the special case p2 = 0 decomposi-
ion algorithms, equations 37 and 46; �2� evaluation of decomposi-
ion algorithms applied above and below the seabed for various sea-
ed properties and near-surface resistivity profiles; �3� further
evelopment of calibration schemes for EMSBLmeasurements; and
4� elimination of the full water-layer response from EMSBL data.

CONCLUSIONS

Using Maxwell’s equations, we have given a unified treatment of
M-field decomposition into upgoing and downgoing components

or conductive and nonconductive media where the EM data are
easured on a plane where the electric permittivity, magnetic per-
eability, and electrical conductivity are constant with respect to

pace and time.Above and below the plane of measurement, the me-
ium can be arbitrarily inhomogeneous and anisotropic.

The field-decomposition analysis yields expressions in which
lowness-dependent �or wavenumber-dependent� decomposition
calars are multiplied with the EM data that have been Fourier trans-
ormed to the slowness �or wavenumber� domain.After field decom-
osition, the data are inverse-Fourier transformed to the space do-
ain for further processing, analysis, and interpretation. For verti-

ally traveling plane waves, the decomposition scalar is independent
f slowness. For the electric components, the scalar is proportional
o the reciprocal of the local impedance, whereas for the magnetic
omponents, the scalar is proportional to the local impedance. Field
ecomposition then can be done directly in the space domain. In this
ase, the upgoing and downgoing separation is performed for each
tation receiver in the EM experiment.

The numerical examples clearly demonstrated the potential im-
act of applying field decomposition methods to marine low-fre-
uency EMSBL data acquired in shallow water. The real-data exam-
le reveals that the gas reservoir’s presence is systematically stron-
er in the normalized MVO spectrum for large offsets with field de-
omposition than for those without it. The decomposition methods

igure 8. Normalized MVO response for the SBL data shown in Fig-
re 7: the full electric field �black line� and the special case p1 = p2

0 upgoing component that was evaluated below the seabed
dashed red line�. Note the similarity of this MVO response to the
ne in Figure 6 �black and dashed red lines�.
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hat we describe in this paper promise to open a new frontier in shal-
ow-water SBL hydrocarbon mapping.
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APPENDIX A

EMSBL ALGORITHMS:
WAVE OR DIFFUSION PERSPECTIVE?

This appendix shows that the EMSBL field can be analyzed
sing its wave character, and that the field’s diffusive character is a
pecial case of its wave character. The implication of this well-
nown observation is that the mathematical formulation of EMSBL
odeling and processing methods can be given in terms of the wave-

heory apparatus. In this paper, we use the wave-theoretical ap-
roach to develop a mathematical scheme to decompose the EMS-
L field into upgoing and downgoing components. To implement it
n a computer, simply reduce the complex permittivity and the com-
lex velocity to their appropriate very-low-frequency limits as given
n equations 14 and 15.

Consider the EM field in a region characterized by the material
arameters � and �, and by the finite electrical conductivity �. In an
sotropic and source-free region, the Maxwellian equations are giv-
n in the form of equations 1 and 2. Taking the curl of the equations
nd using the vector identity

� � �� � � = � �� · � − �2, �A-1�

e see that both Ê and Ĥ satisfy the same wave equations,

�2Ê − ���t
2Ê − ���tÊ = 0 �A-2�

nd

�2Ĥ − ���t
2Ĥ − ���tĤ = 0, �A-3�

hich show that Ê and Ĥ must propagate as dissipative wave mo-
ion.

For EM waves that are simple-harmonic with time dependence
xp�−i�t�, the equations for the space dependence of E and H are
elmholtz equations given as

��2 + k2�E = 0 �A-4�

nd

��2 + k2�H = 0, �A-5�

here

k2 = �2��	1 +
i�

��

 �A-6�

s the squared wavenumber. The wavenumber, which characterizes
he interaction between the EM field and the physical properties of
he medium and frequency, can be written
k = 
+ + i
−, �A-7�

here


± = ����

2
�	1 +

�2

�2�2
1/2

± 1� . �A-8�

or the space dependency, the imaginary part of the wavenumber
eads to the attenuation of a propagating EM wave in space. It is cus-
omary to write

k = ���̃� , �A-9�

ith now-complex permittivity �̃ defined by equation 12 to absorb
he conductivity as its imaginary part.

For a unit impulse in direction n at x�, the mth component of the
M Green’s function is defined by the equation

�i�i + k2�Gmn = − i����mn + k−2�m�n���x − x�� , �A-10�

here Einstein’s summation convention for the repeated-integer in-
ices is used, and where �mn and ��x� are the Kroenecker and Dirac
elta functions, respectively. The EM Green’s function, being a ten-
or, defines the impulse response of the medium. We consider a ho-
ogeneous medium. Introducing the scalar Green’s function that is

ssociated with the EM field, obeying ��2 + k2�g = −��x − x��,
ith the well-known form

g =
1

4�R
exp�ikR� , �A-11�

here R = 
x − x�
, the solution for Gmn can be written

Gmn�x,0� = i����mn + k−2�m�n�g�R� �A-12�

r

Gmn�x,0� = i����mn�1 − �ikR�−1 + �ikR�−2� +
xmxn

R2

� �− 1 + 3�ikR�−1 + 3�ikR�−2��g�R� .

�A-13�

n the following, to analyze the attenuation characteristics of the EM
eld, it is sufficient to consider the scalar Green’s function.

For very high frequencies, � � �/�, the wavenumber is real and
s given as

k � ���� , �A-14�

nd its dependence on electric conductivity is negligible. Conduc-
ion currents are much smaller than displacement currents and can be
eglected. The scalar Green’s function becomes

g �
1

4�R
exp�i����R� . �A-15�

nder this circumstance, the EM field propagates as a wave without
ignificant attenuation.

For very low frequencies, � � �/�, as in the EMSBL experi-
ent, the behavior of the field is said to be diffusive. The squared
avenumber is purely imaginary,
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k2 � i��� , �A-16�

nd its dependence on electric permittivity is negligible. Displace-
ent currents are much smaller than conduction currents and can be

eglected. Formally, equations A-2–A-5 then represent diffusion
quations. Setting �i = �1 + i�/�2, the wavenumber is written

k � �1 + i�
 , �A-17�

ith the real component


 = 
+ = 
− = ����

2
. �A-18�

nder this circumstance, the scalar Green’s function that is associat-
d with the EM field is

g =
1

4�R
exp�i
R�exp�− 
R� . �A-19�

ecause 
 is real, the wave both varies sinusoidally and is attenuated
ith distance. In one wavelength, the attenuation of the field is

xp�−2�� � 1.87 � 10−3.
This appendix demonstrates that the EMSBL method can be

ased on the theory of EM-wave propagation in conductive media.
herefore, decomposition of EMSBL data into upgoing and down-
oing fields can be based on EM-wave theory for conductive media.
n particular, the EM-field decomposition need not be based on pure
iffusion equations. We have shown that the EMSBL field’s diffu-
ion properties are embedded in its wave properties. Our description
f field decomposition is valid for both conductive and nonconduc-
ive media. Low-frequency EMSBL recordings are handled by re-
ucing the complex permittivity and the complex velocity according
o equations 14 and 15. Nonconductive media are treated by letting

= 0. In this case, the wavenumber is real, the velocity is indepen-
ent of frequency, and the wave propagation is nondispersive, with
o attenuation.
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